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[.pdMat

Subscript a pdMat Object [.pdMat

This method function extracts sub-matrices from the positive-definite matrix rep-
resented by.

X[i, j, drop]
X[i, j] <- value

ARGUMENTS

X:

i, j:

an object inheriting from claggiMat representing a positive-definite matrix.

optional subscripts applying respectively to the rows and columns of the positive-
definite matrix represented byject . Wheni (j ) is omitted, all rows (columns)
are extracted.

drop: a logical value. IfTRUE single rows or columns are converted to vectors. If
FALSEthe returned value retains its matrix representation.
value: a vector, or matrix, with the replacement values for the relevant piece of the
matrix represented by.
VALUE
if i andj are identical, the returned value will lpeéMat object with the same
class ax. Otherwise, the returned value will be a matrix. In the case a single
row (or column) is selected, the returned value may be converted to a vector,
according to the rules above.
SEE ALSO
[, pdMat
EXAMPLE

pdl <- pdSymm(diag(3))
pdl[1, drop = F]
pdl[1:2, 1:2] <- 3 * diag(2)



ACF Autocorrelation Function ACF

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include:
gls andime.

ACF(object, maxLag, ...

ARGUMENTS

object:  any object from which an autocorrelation function can be obtained. Generally
an object resulting from a model fit, from which residuals can be extracted.

maxLag: maximum lag for which the autocorrelation should be calculated.
some methods for this generic require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

REFERENCES
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

SEE ALSO
ACF.gls , ACF.Ime

EXAMPLE
## see the method function documentation



ACF.gls Autocorrelation Function for gls Residuals ACF.gls

This method function calculates the empirical autocorrelation function for the
residuals from amls fit. If a grouping variable is specified iiorm , the auto-
correlation values are calculated using pairs of residuals within the same group;
otherwise all possible residual pairs are used. The autocorrelation function is
useful for investigating serial correlation models for equally spaced data.

ACF(object, maxLag, resType, form, na.action)

ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted model.

maxLag: an optional integer giving the maximum lag for which the autocorrelation should
be calculated. Defaults to maximum lag in the residuals.

resType: an optional character string specifying the type of residuals to be useel. If
sponse” , the "raw” residuals (observed - fitted) are used; elsepdérson”
the standardized residuals (raw residuals divided by the corresponding standard
errors) are used; else,"fformalized” , the normalized residuals (standardized
residuals pre-multiplied by the inverse square-root factor of the estimated error
correlation matrix) are used. Partial matching of arguments is used, so only the
first character needs to be provided. Default$t@arson”

form: an optional one sided formula of the formnt, or~ t | g , specifying a time
covariatet and, optionally, a grouping factgr The time covariate must be inte-
ger valued. When a grouping factor is presenfbim , the autocorrelations are
calculated using residual pairs within the same group. Defaults tg which
corresponds to using the order of the observations in the data as a covariate, and
no groups.

na.action: a function that indicates what should happen when the data coxtain
The default actionra.fal ) causesACF.gls to print an error message and
terminate if there are any incomplete observations.

VALUE
a data frame with columniag andACFrepresenting, respectively, the lag be-
tween residuals within a pair and the corresponding empirical autocorrelation.
The returned value inherits from clasSF

REFERENCES
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

SEE ALSO
ACF.gls , plot.ACF



EXAMPLE

fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary)
ACF(fm1, form = ~ 1 | Mare)
ACF.Ime Autocorrelation Function for Ime Residuals ACF.Ime

This method function calculates the empirical autocorrelation function for the
within-group residuals from ame fit. The autocorrelation values are calculated
using pairs of residuals within the innermost group level. The autocorrelation
function is useful for investigating serial correlation models for equally spaced
data.

ACF(object, maxLag, resType)

ARGUMENTS

object:

maxLag:

resType:

VALUE

an object inheriting from clasine, representing a fitted linear mixed-effects
model.

an optional integer giving the maximum lag for which the auntocorrelation
should be calculated. Defaults to maximum lag in the withnin-group residuals.

an optional character string specifying the type of residuals to be useel. If
sponse”" , the "raw” residuals (observed - fitted) are used; elsepdfrson”
the standardized residuals (raw residuals divided by the corresponding standard
errors) are used; else,"fiormalized" , the normalized residuals (standardized
residuals pre-multiplied by the inverse square-root factor of the estimated error
correlation matrix) are used. Partial matching of arguments is used, so only the
first character needs to be provided. Default$tarson"

a data frame with columniag andACFrepresenting, respectively, the lag be-
tween residuals within a pair and the corresponding empirical autocorrelation.
The returned value inherits from cla&sF.

REFERENCES

Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

SEE ALSO

ACF.gls , plot.ACF

EXAMPLE

fml <- Ime(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
random = ~ sin(2*pi*Time) | Mare)
ACF(fml, maxLag = 11)



AIC Akaike Information Criterion AIC

This generic function calculates the Akaike information criterion for one or sev-
eral fitted model objects for which a log-likelihood value can be obtained, ac-
cording to the formula-2logLik 4 2np,,, Wheren,,,, represents the number of
parameters in the fitted model. When comparing fitted objects, the smaller the
AIC, the better the fit.

AIC(object, ..))
ARGUMENTS

object:  a fitted model object, for which there existdogLik method to extract the
corresponding log-likelihood, or an object inheriting from cliagg ik

optional fitted model objects.

VALUE
if just one object is provided, returns a numeric value with the corresponding
AIC; if more than one object are provided, returndgaga.frame  with rows
corresponding to the objects and columns representing the number of parameters
in the model ¢f ) and the AIC.

REFERENCES
Sakamoto, Y., Ishiguro, M., and Kitagawa G. (1986) "Akaike Information Cri-

terion Statistics”, D. Reidel Publishing Company.

SEE ALSO
logLik , BIC, AlC.logLik
EXAMPLE
fml <- Im(distance ~ age, data = Orthodont) # no random effects
fm2 <- Ime(distance ~ age, data = Orthodont) # random is ~ age

AIC(fm1, fm2)



AlC.logLik AIC of a logLik Object AlC.logLik

This function calculates the Akaike information criterion for an object inheriting
from classlogLik , according to the formula-2logLik + 2np.,, Wheren,q,
represents the number of parameters in the fitted model. When comparing fitted
objects, the smaller the AIC, the better the fit.

AIC(object)
ARGUMENTS

object:  an object inheriting from cladsgLik , usually resulting from applying lag-
Lik method to a fitted model object.

VALUE
a numeric value with the corresponding AIC.

REFERENCES

Sakamoto, V., Ishiguro, M., and Kitagawa G. (1986) "Akaike Information Cri-
terion Statistics”, D. Reidel Publishing Company.

SEE ALSO
AIC, logLik , BIC
EXAMPLE
fml <- Im(distance ~ age, data = Orthodont)
AIC(logLik(fm1))
allCoef Extract Coefficients from a Set of Objects allCoef

The extractor function is applied to each object.in , with the result being
converted to a vector. Aapattribute is included to indicate which pieces of the
returned vector correspond to the original objects.in.

allCoef(..., extract)

ARGUMENTS

objects to whictextract ~ will be applied. Generally these will be model com-
ponents, such aorStruct  andvarFunc objects.

extract: an optional extractor function. Defaultsdoef .

VALUE
a vector with all elements, generally coefficients, obtained by appbyitngct
to the objects in..

SEE ALSO
modelStruct



EXAMPLE

csl <- corAR1(0.1)
vfl <- varPower(0.5)
allCoef(cs1, vfl)

anova.gls Compare Likelihoods of Fitted Objects anova.gls

When only one fitted model object is present, a data frame with the sums of
squares, numerator degrees of freedom, F-values, and P-values for Wald tests
for the terms in the model (wheterms andL are NULL), a combination of
model terms (whererms in not NULL), or linear combinations of the model
coefficients (wher is notNULL). Otherwise, when multiple fitted objects are
being compared, a data frame with the degrees of freedom, the (restricted) log-
likelihood, the Akaike Information Criterion (AIC), and the Bayesian Informa-
tion Criterion (BIC) of each object is returned. tdst=TRUE , whenever two
consecutive objects have different number of degrees of freedom, a likelihood
ratio statistic, with the associated p-value is included in the returned data frame.

anova(object, ..., test, type, adjustSigma, terms, L, verbose)
ARGUMENTS
object:  a fitted model object inheriting from clagi , representing a generalized least
squares fit.
other optional fitted model objects inheriting from clasgiss, gnls , Im, Ime,
ImList , nlme, nisList , ornls .
test:  an optional logical value controlling whether likelihood ratio tests should be
used to compare the fitted models representeddpct and the objects in
. Defaults toTRUE
type: an optional character string specifying the type of sum of squares to be used in

F-tests for the terms in the model. "Hequential" , the sequential sum of
squares obtained by including the terms in the order they appear in the model is
used; else, ifmarginal* , the marginal sum of squares obtained by deleting a
term from the model at a time is used. This argument is only used when a single
fitted object is passed to the function. Partial matching of arguments is used, so
only the first character needs to be provided. Defaultsdquential”

adjustSigma: an optional logical value. fRUEand the estimation method used to ob-

tainobject was maximum likelihood, the residual standard error is multiplied
by \/nobs /(Mobs — Npar ), Wheren,,,,. represents the number of coefficients and
neps the number of observations in the fitted model, converting it to a REML-
like estimate. This argument is only used when a single fitted object is passed to
the function. Default iSRUE




terms:

verbose:

VALUE

NOTE

an optional integer of character vector specifying which terms in the model
should be jointly tested to be zero using a Wald F-test. If given as a character
vector, its elements must correspond to term names; else, if given as an integer
vector, its elements must correspond to the order in which terms are included in
the model. This argument is only used when a single fitted object is passed to
the function. Default isNULL

an optional numeric vector or array specifying linear combinations of the coeffi-
cients in the model that should be tested to be zero. If given as an array, its rows
define the linear combinations to be tested. If names are assigned to the vector
elements (array columns), they must correspond to coefficients names and will
be used to map the linear combination(s) to the coefficients; else, if no names are
available, the vector elements (array columns) are assumed in the same order as
the coefficients appear in the model. This argument is only used when a single
fitted object is passed to the function. DefaullisLL

an optional logical value. [fRUE the calling sequences for each fitted model
object are printed with the rest of the output, being omittediiose = FALSE .
Defaults toFALSE

a data frame inheriting from classova.lme .

Likelihood comparisons are not meaningful for objects fit using restricted maxi-
mum likelihood and with different fixed effects.

SEE ALSO

gls , gnls ,Ime, AIC, BIC, print.anova.Ime

EXAMPLE

# AR(1) errors within each Mare

fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))

anova(fml)

# variance changes with a power of the absolute fitted values?

fm2 <- update(fml, weights = varPower())

anova(fml, fm2)



anova.lme Compare Likelihoods of Fitted Objects anova.Ime

When only one fitted model object is present, a data frame with the sums of
squares, numerator degrees of freedom, denominator degrees of freedom, F-
values, and P-values for Wald tests for the terms in the model (wders

andL are NULL), a combination of model terms (wheerms in not NULL),

or linear combinations of the model coefficients (wheis not NULL). Other-
wise, when multiple fitted objects are being compared, a data frame with the
degrees of freedom, the (restricted) log-likelihood, the Akaike Information Cri-
terion (AIC), and the Bayesian Information Criterion (BIC) of each object is
returned. Iftest=TRUE , whenever two consecutive objects have different num-
ber of degrees of freedom, a likelihood ratio statistic, with the associated p-value
is included in the returned data frame.

anova(object, ..., test, type, adjustSigma, terms, L, verbose)
ARGUMENTS
object:  a fitted model object inheriting from classe, representing a mixed-effects
model.
other optional fitted model objects inheriting from clasgiss, gnls , Im, Ime,
ImList , nlme, nisList , ornls .
test:  an optional logical value controlling whether likelihood ratio tests should be
used to compare the fitted models representedtjgct and the objects in
. Defaults toTRUE
type: an optional character string specifying the type of sum of squares to be used in

F-tests for the terms in the model. "Hequential" , the sequential sum of
squares obtained by including the terms in the order they appear in the model is
used; else, ifmarginal* , the marginal sum of squares obtained by deleting a
term from the model at a time is used. This argument is only used when a single
fitted object is passed to the function. Partial matching of arguments is used, so
only the first character needs to be provided. Defaultsdquential”

adjustSigma: an optional logical value. MRUEand the estimation method used to ob-

terms:

tainobject was maximum likelihood, the residual standard error is multiplied
by \/nobs /(Mobs — Npar ), Wheren,,,,. represents the number of coefficients and
neps the number of observations in the fitted model, converting it to a REML-
like estimate. This argument is only used when a single fitted object is passed to
the function. Default iSRUE

an optional integer of character vector specifying which terms in the model

should be jointly tested to be zero using a Wald F-test. If given as a character
vector, its elements must correspond to term names; else, if given as an integer
vector, its elements must correspond to the order in which terms are included in
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the model. This argument is only used when a single fitted object is passed to
the function. Default isNULL

L: an optional numeric vector or array specifying linear combinations of the coeffi-
cients in the model that should be tested to be zero. If given as an array, its rows
define the linear combinations to be tested. If names are assigned to the vector
elements (array columns), they must correspond to coefficients names and will
be used to map the linear combination(s) to the coefficients; else, if no names are
available, the vector elements (array columns) are assumed in the same order as
the coefficients appear in the model. This argument is only used when a single
fitted object is passed to the function. DefaulNisLL

verbose:  an optional logical value. IfRUE the calling sequences for each fitted model
object are printed with the rest of the output, being omittedriose = FALSE .
Defaults toFALSE
VALUE
a data frame inheriting from classova.lme .
NOTE
Likelihood comparisons are not meaningful for objects fit using restricted maxi-
mum likelihood and with different fixed effects.
SEE ALSO
gls , gnls , nime, Ime, AIC, BIC, print.anova.lme
EXAMPLE
fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
anova(fm1)
fm2 <- update(fml, random = pdDiag( ~age))
anova(fml, fm2)
as.matrix.corStruct Matrix of a corStruct Object as.matrix.corStruct
This method function extracts the correlation matrix, or list of correlation matri-
ces, associated witbbject
as.matrix(x)
ARGUMENTS
x: an object inheriting from classorStruct , representing a correlation structure.
VALUE
If the correlation structure includes a grouping factor, the returned value will be
a list with components given by the correlation matrices for each group. Oth-
erwise, the returned value will be a matrix representing the correlation structure
associated witlobject
SEE ALSO

corClasses , corMatrix

11



EXAMPLE

cstl <- corAR1l(form = ~ 1|Subject)
cstl <- initialize(cstl, data = Orthodont)
as.matrix(cstl)

as.matrix.pdMat Matrix of a pdMat Object as.matrix.pdMat

This method function extracts the positive-definite matrix represented by
as.matrix(x)

ARGUMENTS

x: an object inheriting from claggiMat , representing a positive-definite matrix.

VALUE
a matrix corresponding to the positive-definite matrix represented by

SEE ALSO
pdMat , corMatrix

EXAMPLE
as.matrix(pdSymm(diag(4)))

as.matrix.reStruct Matrices of an reStruct Object as.matrix.reStruct

This method function extracts the positive-definite matrices corresponding to the
pdMat elements obbject

as.matrix(object)
ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list @idMat objects.

VALUE
a list with components given by the positive-definite matrices corresponding to
the elements afbject
SEE ALSO
as.matrix.pdMat , reStruct , pdMat
EXAMPLE

rsl <- reStruct(pdSymm(diag(3), form= ~ Sex+age, data=Orthodont))
as.matrix(rs1)
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asOneFormula Combine Formulas of a Set of Objects asOneFormula

The names of all variables used in the formulas extracted from the objects de-
finedin... are converted into a single linear formula, with the variables names
separated by.

asOneFormula(..., omit)
ARGUMENTS
objects, or lists of objects, from which a formula can be extracted.

omit: an optional character vector with the names of variables to be omitted from the
returned formula. Defaults t(".", "pi")

VALUE
a one-sided linear formula with all variables named in the formulas extracted
from the objects in.. , except the ones listed omit .

SEE ALSO

formula , all.vars
EXAMPLE

asOneFormulaly ~ x + z | g, list( ~ W, ~ t*sin(2 * pi))
asOneSidedFormula Convert to One-Sided Formula asOneSidedFormula

Names, expressions, and strings are converted to one-sided formulsiectf
is a formula, it must be one-sided, in which case it is returned unaltered.

asOneSidedFormula(object)

ARGUMENTS

object:  aone-sided formula, an expression, a numeric value, or a character string.

VALUE
a one-sided formula representiokject

SEE ALSO
formula

EXAMPLE

asOneSidedFormula("age”)
asOneSidedFormula( ~ age)
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asTable Convert groupedData to a matrix asTable

Create a tabular representation of the response in a balanced groupedData object.
asTable(object)

ARGUMENTS

object: A balancedyroupedData object

VALUE
A matrix. The data in the matrix are the values of the response. The columns
correspond to the distinct values of the primary covariate and are labelled as
such. The rows correspond to the distinct levels of the grouping factor and are
labelled as such.

SEE ALSO
groupedData , isBalanced , balancedGrouped

EXAMPLE
asTable( Orthodont )

augPred Augmented Predictions augPred

Predicted values are obtained at the specified valupdnadry . If object has

a grouping structure (i.getGroups(object) is notNULL), predicted values

are obtained for each group. ldvel has more than one element, predictions
are obtained for each level of theax(level)  grouping factor. If other covari-

ates besideprimary are used in the prediction model, their average (numeric
covariates) or most frequent value (categorical covariates) are used to obtain the
predicted values. The original observations are also included in the returned
object.

augPred(object, primary, minimum, maximum, length.out, level, ...)
ARGUMENTS

object:  a fitted model object from which predictions can be extracted, usimedict
method.

primary:  an optional one-sided formula specifying the primary covariate to be used to
generate the augmented predictions. By default, if a covariate can be extracted
from the data used to generatgiect (usinggetCovariate ), it will be used
asprimary

minimum: an optional lower limit for the primary covariate. Defaultstm(primary)

maximum: an optional upper limit for the primary covariate. Defaultsrtax(primary)

14



length.out: an optional integer with the number of primary covariate values at which

level:

VALUE

NOTE

to evaluate the predictions. Defaults to 51.

an optional integer vector specifying the desired prediction levels. Levels in-
crease from outermost to innermost grouping, with level O representing the pop-
ulation (fixed effects) predictions. Defaults to the innermost level.

some methods for the generic may require additional arguments.

a data frame with four columns representing, respectively, the values of the pri-
mary covariate, the groups (@bject does not have a grouping structure, all
elements will bet), the predicted or observed values, and the type of value in
the third columnoriginal ~ for the observed values apeedicted  (single or

no grouping factor) opredict.groupVar (multiple levels of grouping), with
groupVar replaced by the actual grouping variable naribeed is used for
population predictions). The returned object inherits from ciag®red .

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include:
gls , Ime, andimList

SEE ALSO

plot.augPred , getGroups , predict

EXAMPLE

fml <- Ime(Orthodont)
augPred(fml, length.out = 2, level = ¢(0,1))

balancedGrouped Create a groupedData object from a matrixbalancedGrouped

Create agroupedData object from a data matrix. This function can only be
used with balanced grouped data that will be representable as a matrix. The
opposite conversioryfoupedData to matrix ) is performed byasTable .

balancedGrouped(form, data, labels=NULL, units=NULL)

ARGUMENTS

form:

data:

A formula of the formy ~ x | g giving the name of the response, the primary
covariate, and the grouping factor.

A matrix or data frame containing the values of the response grouped according
to the levels of the grouping factor (rows) and the distinct levels of the primary
covariate (columns). Thdimnames of the matrix are used to construct the levels

of the grouping factor and the primary covariate.
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labels:

units:

VALUE

an optional list of character strings giving labels for the response and the pri-
mary covariate. The label for the primary covariate is nameahd that for the
response is named Either label can be omitted.

an optional list of character strings giving the units for the response and the
primary covariate. The units string for the primary covariate is naxngad that
for the response is namegd Either units string can be omitted.

A balancedyroupedData object.

SEE ALSO

groupedData ,isBalanced ,asTable

EXAMPLE

OrthoMat <- asTable( Orthodont )
Orth2 <- balancedGrouped(distance
thoMat,

labels = list(x = "Age",
y = "Distance from pituitary to pterygomaxillary fis-

age | Subject, data = Or-

sure"),
units = list(x = "(yn)", y = "(mm)")
Orth2[ 1:10, ] ## check the first few entries

BIC

Bayesian Information Criterion BIC

This generic function calculates the Bayesian information criterion, also known
as Schwarz’s Bayesian criterion (SBC), for one or several fitted model objects for
which alog-likelihood value can be obtained, according to the form@lag Lik+
Npar 10g(nobs ), Wheren,,,, represents the number of parameters apg the
number of observations in the fitted model.

BIC(object, ...)

ARGUMENTS

object:

VALUE

a fitted model object, for which there existdogLik method to extract the
corresponding log-likelihood, or an object inheriting from clags.ik

optional fitted model objects.

if just one object is provided, returns a numeric value with the corresponding
BIC; if more than one object are provided, returndaga.frame  with rows
corresponding to the objects and columns representing the number of parameters
in the model {f ) and the BIC.

REFERENCES

Schwarz, G. (1978) "Estimating the Dimension of a Model”, Annals of Statistics,
6, 461-464.
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SEE ALSO
logLik , AIC, BIC.logLik

EXAMPLE

fml <- Im(distance ~ age, data = Orthodont) # no random effects
fm2 <- Ime(distance ~ age, data = Orthodont) # random is ~ age
BIC(fm1, fm2)

BIC.logLik BIC of a logLik Object BIC.logLik

This function calculates the Bayesian information criterion, also known as Schwarz’s
Bayesian criterion (SBC) for an object inheriting from clagg.ik , according

to the formula—2logLik + npar log(neps), Wheren,,, represents the number

of parameters and,;,s the number of observations in the fitted model. When
comparing fitted objects, the smaller the BIC, the better the fit.

BIC(object)
ARGUMENTS

object:  an object inheriting from cladsgLik , usually resulting from applying lag-
Lik method to a fitted model object.

VALUE
a numeric value with the corresponding BIC.

REFERENCES

Schwarz, G. (1978) "Estimating the Dimension of a Model”, Annals of Statistics,
6, 461-464.

SEE ALSO
BIC, logLik , AIC

EXAMPLE

fml <- Im(distance ~ age, data = Orthodont)
BIC(logLik(fm1))

17



coef.corStruct Coefficients of a corStruct Object coef.corStruct

This method function extracts the coefficients associated with the correlation
structure represented loyject

coef(object, unconstrained)
coef(object) <- value

ARGUMENTS
object:  an object inheriting from clagorStruct  , representing a correlation structure.

unconstrained: a logical value. IfTRUEthe coefficients are returned in unconstrained
form (the same used in the optimization algorithm) FMLSE the coefficients
are returned in "natural”, possibly constrained, form. DefaultBROE

value:  avector with the replacement values for the coefficients associatedhjéth
It must be a vector with the same lengthookf(object) and must be given
in unconstrained form.

VALUE
a vector with the coefficients correspondingtgect

SIDE EFFECTS
On the left side of an assignment, sets the values of the coefficientgeof
to value . Object must be initialized (usingnitialize ) before new values
can be assigned to its coefficients.

SEE ALSO
corClasses , initialize
EXAMPLE
cstl <- corARMA(p = 1, q = 1)
coef(cstl)
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coef.gnls Extract gnls Coefficients coef.gnls

The estimated coefficients for the nonlinear model representextbjbyt are
extracted.

coef(object)

ARGUMENTS

object:

VALUE

an object inheriting from clagmis , representing a generalized nonlinear least
squares fitted model.

a vector with the estimated coefficients for the nonlinear model represented by
object

SEE ALSO

gnls

EXAMPLE

fml <- gnls(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean,
weights = varPower())
coef(fml)

coef.ImList Extract ImList Coefficients coef.ImList

The coefficients of eadm object in theobject list are extracted and organized
into a data frame, with rows corresponding to tihecomponents and columns
corresponding to the coefficients. Optionally, the returned data frame may be
augmented with covariates summarized over the groups associated with the
components.

coef(object, augFrame, which, FUN, omitGroupingFactor)

ARGUMENTS

object:

an object inheriting from cladsiList , representing a list din objects with a
common model.

augFrame: an optional logical value. IfRUE the returned data frame is augmented with

which:

variables defined in data frame used to prochigect ; else, ifFALSE, only the
coefficients are returned. DefaultsRALSE

an optional positive integer or character vector specifying which columns of the
data frame used to produesject should be used in the augmentation of the
returned data frame. Defaults to all variables in the data.
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FUN:

an optional summary function or a list of summary functions to be applied to
group-varying variables, when collapsing the data by groups. Group-invariant
variables are always summarized by the unique value that they assume within
that group. IfFUNis a single function it will be applied to each non-invariant
variable by group to produce the summary for that variableFURis a list

of functions, the names in the list should designate classes of variables in the
frame such asrdered , factor , ornumeric . The indicated function will be
applied to any group-varying variables of that class. The default functions to be
used aremean for numeric factors, antfode for bothfactor andordered .

The Mode function, defined internally igsummary, returns the modal or most
popular value of the variable. It is different from thede function that returns

the S-language mode of the variable.

omitGroupingFactor: an optional logical value. WherRUEthe grouping factor itself

VALUE

will be omitted from the group-wise summary déta but the levels of the
grouping factor will continue to be used as the row names for the returned data
frame. Defaults t¢-ALSE

a data frame inheriting from classef.ImList ~ with the estimated coefficients
for eachim component obbject and, optionally, other covariates summarized
over the groups corresponding to tihe components. The returned object also
inherits from classemnef.ImList anddata.frame

SEE ALSO

ImList , fixef.ImList , ranef.ImList , plot.ranef.ImList , gsummary

EXAMPLE

fml <- ImList(distance ~ age|Subject, data = Orthodont)
coef(fm1l)
coef(fml, augFrame = TRUE)
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coef.Ime

Extract Ime Coefficients coef.Ime

The estimated coefficients at level i are obtained by adding together the fixed
effects estimates and the corresponding random effects estimates at grouping
levels less or equal to i. The resulting estimates are returned as a data frame,
with rows corresponding to groups and columns to coefficients. Optionally, the
returned data frame may be augmented with covariates summarized over groups.

coef(object, augFrame, level, data, which, FUN, omitGroupingFactor)

ARGUMENTS

object:

an object inheriting from clasine, representing a fitted linear mixed-effects
model.

augFrame: an optional logical value. IfFRUE the returned data frame is augmented with

level:

data:

which:

FUN:

variables defined inata ; else, if FALSE, only the coefficients are returned.
Defaults toFALSE

an optional positive integer giving the level of grouping to be used in extracting
the coefficients from an object with multiple nested grouping levels. Defaults to
the highest or innermost level of grouping.

an optional data frame with the variables to be used for augmenting the returned
data frame wheaugFrame = TRUE. Defaults to the data frame used todiit
ject

an optional positive integer or character vector specifying which columns of
data should be used in the augmentation of the returned data frame. Defaults to
all columns indata .

an optional summary function or a list of summary functions to be applied to
group-varying variables, when collapsidgta by groups. Group-invariant vari-
ables are always summarized by the unique value that they assume within that
group. IfFUNIs a single function it will be applied to each non-invariant variable

by group to produce the summary for that variablezUNis a list of functions,

the names in the list should designate classes of variables in the frame such as
ordered , factor , ornumeric . The indicated function will be applied to any
group-varying variables of that class. The default functions to be usedeare

for numeric factors, antfode for bothfactor andordered . TheMode func-

tion, defined internally igsummary, returns the modal or most popular value

of the variable. Itis different from the@ode function that returns the S-language
mode of the variable.

omitGroupingFactor: an optional logical value. WherRUEthe grouping factor itself

will be omitted from the group-wise summary déta but the levels of the
grouping factor will continue to be used as the row names for the returned data
frame. Defaults t¢-ALSE
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VALUE
a data frame inheriting from classef.lme with the estimated coefficients
at levellevel and, optionally, other covariates summarized over groups. The
returned object also inherits from classasef.lme  anddata.frame

SEE ALSO
Ime, fixef.Ime ,ranef.ime | plot.ranef.Ime , gsummary

EXAMPLE
fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
coef(fm1l)

coef(fml, augFrame = TRUE)

coef.modelStruct Extract modelStruct Coefficients coef.modelStruct

This method function extracts the coefficients associated with each component
of themodelStruct  list.

coef(object, unconstrained)
coef(object) <- value

ARGUMENTS

object:  an object inheriting from clasaodelStruct , representing a list of model com-
ponents, such a®rStruct  andvarFunc objects.

unconstrained: a logical value. IfTRUEthe coefficients are returned in unconstrained
form (the same used in the optimization algorithm).FALSE the coefficients
are returned in "natural”, possibly constrained, form. DefaultBROE

value:  avector with the replacement values for the coefficients associatedhjéth
It must be a vector with the same lengthookf(object) and must be given
in unconstrained form.

VALUE
a vector with all coefficients corresponding to the componentbjett

SIDE EFFECTS
On the left side of an assignment, sets the values of the coefficientjeof

to value . Object must be initialized (usingnitialize ) before new values
can be assigned to its coefficients.

SEE ALSO
initialize
EXAMPLE
Imsl <- ImeStruct(reStruct = reStruct(pdDiag(diag(2), ~ age)),
corStruct = corAR1(0.3))
coef(Imsl)
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coef.pdCompSymm pdCompSymm Coefficients coef.pdCompSymm

This method function extracts the coefficients associated with the positive-definite
matrix represented bybject

coef(object, unconstrained)
coef(object) <- value

ARGUMENTS

object:  an object inheriting from classdCompSymm representing a positive-definite
matrix with compound symmetry structure.

unconstrained: a logical value. IfTRUEthe coefficients are returned in unconstrained
form (the same used in the optimization algorithm)FAMLSE the standard de-
viation and the correlation coefficient of the compound symmetry of positive-
definite matrix represented lapject are returned. Defaults (tRUE

value:  avector with the replacement values for the coefficients associatedhjéth
It must be a vector of length two and must be given in unconstrained form.

VALUE
a vector with the coefficients correspondingtgect

SIDE EFFECTS
On the left side of an assignment, sets the values of the coefficientgeot
to value . Object must be initialized (usingnitialize ) before new values
can be assigned to its coefficients.

SEE ALSO
coef.pdMat , pdMat

EXAMPLE
coef(pdCompSymm(diag(3)), F)
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coef.pdDiag pdDiag Coefficients coef.pdDiag

This method function extracts the coefficients associated with the positive-definite
matrix represented bybject

coef(object, unconstrained)
coef(object) <- value

ARGUMENTS

object:  an object inheriting from clagsdDiag , representing a positive-definite matrix
with diagonal structure.

unconstrained: a logical value. IfTRUEthe logarithm of the standard deviations corre-
sponding to the variance-covariance matrix representetjpyt are returned.
If FALSEthe standard deviations are returned. Defaul®BROE

value:  avector with the replacement values for the coefficients associatedhjéth
It must be a vector with the same lengthookf(object) and must be given
in unconstrained form.

VALUE
a vector with the coefficients correspondingtgect

SIDE EFFECTS
On the left side of an assignment, sets the values of the coefficientgeot
to value . Object must be initialized (usingnitialize ) before new values
can be assigned to its coefficients.

SEE ALSO
coef.pdMat , pdMat
EXAMPLE
coef(pdDiag(diag(3)))
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coef.pdident pdident Coefficients coef.pdident

This method function extracts the coefficients associated with the positive-definite
matrix represented bybject

coef(object, unconstrained)
coef(object) <- value

ARGUMENTS

object:  an object inheriting from clagslident , representing a multiple of the identity
positive-definite matrix.

unconstrained: a logical value. IfTRUEthe logarithm of the standard deviation corre-
sponding to the variance-covariance matrix representesbjeyt is returned.
If FALSEthe standard deviation is returned. DefaultSRUE

value:  avector with the replacement values for the coefficients associatedhjéth
It must be a numeric value given in unconstrained form.

VALUE
a vector with the coefficients correspondingtgect

SIDE EFFECTS
On the left side of an assignment, sets the values of the coefficientgeof
to value . Object must be initialized (usingnitialize ) before new values
can be assigned to its coefficients.

SEE ALSO
coef.pdMat , pdMat
EXAMPLE
coef(pdldent(diag(3)))
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coef.pdMat pdMat Coefficients coef.pdMat

This method function extracts the coefficients associated with the positive-definite
matrix represented bybject

coef(object, unconstrained)
coef(object) <- value

ARGUMENTS
object:  an object inheriting from clagsiMat, representing a positive-definite matrix.

unconstrained: a logical value. IfTRUEthe coefficients are returned in unconstrained
form (the same used in the optimization algorithm)-ALSE the upper triangu-
lar elements of the positive-definite matrix representeddigct  are returned.
Defaults toTRUE

value:  avector with the replacement values for the coefficients associatedhjéth
It must be a vector with the same lengthookf(object) and must be given
in unconstrained form.

VALUE
a vector with the coefficients correspondingtgect

SIDE EFFECTS
On the left side of an assignment, sets the values of the coefficientgeof
tovalue .

REFERENCES
Pinheiro, J.C. and Bates., D.M. (1996) "Unconstrained Parametrizations for Variance
Covariance Matrices”, Statistics and Computing, 6, 289-296.

SEE ALSO
pdMat

EXAMPLE
coef(pdSymm(diag(3)))
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coef.reStruct reStruct Coefficients coef.reStruct

This method function extracts the coefficients associated with the positive-definite
matrix represented bybject

coef(object, unconstrained)
coef(object) <- value

ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

unconstrained: a logical value. IfTRUEthe coefficients are returned in unconstrained
form (the same used in the optimization algorithm) FALSE the coefficients
are returned in "natural”, possibly constrained, form. DefaultBROE

value:  avector with the replacement values for the coefficients associatedhjéth
It must be a vector with the same lengthookf(object) and must be given
in unconstrained form.

VALUE
a vector with the coefficients correspondingtgect

SIDE EFFECTS
On the left side of an assignment, sets the values of the coefficientgeof

tovalue .
SEE ALSO
coef.pdMat ,reStruct , pdMat
EXAMPLE
rsl <- reStruct(list(A = pdSymm(diag(1:3), form = ~ Score),
B = pdDiag(2 * diag(4), form = ~ Educ)))
coef(rsl)
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coef.varFunc varFunc Coefficients coef.varFunc

This method function extracts the coefficients associated with the variance func-
tion structure represented byject

coef(object, unconstrained, allCoef)
coef(object) <- value

ARGUMENTS

object:  an object inheriting from classrFunc representing a variance function struc-
ture.

unconstrained: a logical value. IfTRUEthe coefficients are returned in unconstrained

form (the same used in the optimization algorithm) FMLSE the coefficients
are returned in "natural”, generally constrained form. DefaultBROE

allCoef: a logical value. IfFALSE only the coefficients which may vary during the
optimization are returned. MRUEall coefficients are returned. Defaults to
FALSE

value:  avector with the replacement values for the coefficients associatedhjgth
It must be have the same lengthookf(object) and must be given in uncon-
strained formObject must be initialized before new values can be assigned to
its coefficients.

VALUE
a vector with the coefficients correspondingtgect

SIDE EFFECTS

On the left side of an assignment, sets the values of the coefficientgeof
tovalue .

SEE ALSO
varFunc
EXAMPLE

vfl <- varPower(1)
coef(vfl)
coef(vfl) <- 2
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coek- Assign Values to Coefficients coek-

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
all pdMat, corStruct , andvarFunc classesteStruct , andmodelStruct

coef(object, ...) <- value

ARGUMENTS

object:  any object representing a fitted model, or, by default, any object wiitef
component.

some methods for this generic function may require additional arguments.
value:  avalue to be assigned to the coefficients associatedobijiht

VALUE
will depend on the method function; see the appropriate documentation.

SEE ALSO
coef

EXAMPLE

## see the method function documentation

collapse Collapse According to Groups collapse

This function is generic; method functions can be written to handle specific
classes of objects. Currently, onl\geupedData method is available.

collapse(object, ...)
ARGUMENTS
object:  an object to be collapsed, usually a data frame.
some methods for the generic may require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

SEE ALSO
collapse.groupedData

EXAMPLE

## see the method function documentation
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collapse.groupedData Collapse groupedData collapse.groupedData

If object has a single grouping factor, it is returned unchanged. Else, it is
summarized by the values of thsplayLevel  grouping factor (or the combi-
nation of its values and the values of the covariate indicatpceiserve |, if any

is present). The collapsed data is used to produce agrmwedData object,

with grouping factor given by thdisplayLevel  factor.

collapse(object, collapseLevel, displayLevel, outer, inner,
preserve, FUN, subset)

ARGUMENTS

object:

an object inheriting from claggoupedData , generally with multiple grouping
factors.

collapseLevel: an optional positive integer or character string indicating the grouping

level to use when collapsing the data. Level values increase from outermost to
innermost grouping. Default is the highest or innermost level of grouping.

displayLevel: an optional positive integer or character string indicating the grouping

outer:

inner:

preserve:

FUN:

level to use as the grouping factor for the collapsed data. Defatdtiigpse-
Level .

an optional logical value or one-sided formula, indicating covariates that are
outer to thedisplayLevel ~ grouping factor. If equal tdRUE thedisplayLevel
elementattr(object, "outer") is used to indicate the outer covariates. An
outer covariate is invariant within the sets of rows defined by the grouping factor.
Ordering of the groups is done in such a way as to preserve adjacency of groups
with the same value of the outer variables. Defaultsltid L, meaning that no
outer covariates are to be used.

an optional logical value or one-sided formula, indicating a covariate that is in-
ner to thedisplayLevel grouping factor. If equal t@RUE attr(object,

"outer")  is used to indicate the inner covariate. An inner covariate can change
within the sets of rows defined by the grouping factor. DefaultsiioL, mean-

ing that no inner covariate is present.

an optional one-sided formula indicating a covariate whose levels should be
preserved when collapsing the data according tatiiepseLevel ~ grouping
factor. The collapsing factor is obtained by pasting together the levels of the
collapseLevel grouping factor and the values of the covariate to be preserved.
Default isNULL, meaning that no covariates need to be preserved.

an optional summary function or a list of summary functions to be used for
collapsing the data. The function or functions are applied only to variables in
object that vary within the groups defined lyllapseLevel . Invariant vari-

ables are always summarized by group using the unique value that they assume
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within that group. IfFUNis a single function it will be applied to each non-
invariant variable by group to produce the summary for that variableUNis

a list of functions, the names in the list should designate classes of variables in
the data such asrdered , factor , or numeric . The indicated function will

be applied to any non-invariant variables of that class. The default functions to
be used arenean for numeric factors, antfiode for bothfactor andordered .

The Mode function, defined internally igsummary, returns the modal or most
popular value of the variable. It is different from th@de function that returns

the S-language mode of the variable.

subset: an optional named list. Names can be either positive integers representing
grouping levels, or names of grouping factors. Each element in the list is a
vector indicating the levels of the corresponding grouping factor to be preserved
in the collapsed data. DefaultMJLL, meaning that all levels are used.

VALUE

agroupedData object with a single grouping factor given by tttisplayLevel
grouping factor, resulting from collapsirgpject over the levels of theol-
lapseLevel  grouping factor.

REFERENCES
Pinheiro, J.C. and Bates, D.M. (1997) "Future Directions in Mixed-Effects Soft-
ware: Design of NLME 3.0” available at http://nlme.stat.wisc.edu.

SEE ALSO
groupedData , plot.nmGroupedData

EXAMPLE

# collapsing by Dog
# same as collapse(Pixel, collapse = "Dog")
collapse(Pixel, collapse = 1)
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compareFits Compare Fitted Objects compareFits

The columnsirbjectl andobject2 are put together in matrices which allow
direct comparison of the individual elements for each object. Missing columns
in either object are replaced biss.

compareFits(objectl, object2, which)
ARGUMENTS

object1,object2: data frames, or matrices, with the same row names, but possibly
different column names. These will usually correspond to coefficients from fitted
objects with a grouping structure (elme andimList objects).

which:  an optional integer of character vector indicating which columnsbjacti
andobject2 are to be used in the returned object. Defaults to all columns.

VALUE

a three-dimensional array, with the third dimension given by the number of
unique column names in eithebjectl or object2 . To each column name
there corresponds a matrix with as many rows as the rowsjéttl  and two
columns, corresponding tibjectl andobject2 . The returned object inherits
from classcompareFits

SEE ALSO
plot.compareFits , pairs.compareFits , comparePred , coef , ranef

EXAMPLE

fml <- ImList(Orthodont)
fm2 <- Ime(fm1l)
compareFits(coef(fml), coef(fm2))
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comparePred Compare Predictions comparePred

Predicted values are obtained at the specified valugdnadry  for each object.

If eitherobjectl orobject2 have a grouping structure (i getGroups(object)

is notNULL), predicted values are obtained for each group. When both objects
determine groups, the group levels must be the same. If other covariates besides
primary are used in the prediction model, their average (numeric covariates)
or most frequent value (categorical covariates) are used to obtain the predicted
values. The original observations are also included in the returned object.

comparePred(objectl, object2, primary, minimum, maximum,
length.out, level, ...)

ARGUMENTS

object1,object2: fitted model objects, from which predictions can be extracted using
thepredict method.

primary:  an optional one-sided formula specifying the primary covariate to be used to
generate the augmented predictions. By default, if a covariate can be extracted
from the data used to generate the objects (ugitGovariate ), it will be
used aprimary

minimum: an optional lower limit for the primary covariate. Defaultstm(primary)
maximum: an optional upper limit for the primary covariate. Defaultsrtax(primary)

length.out: an optional integer with the number of primary covariate values at which
to evaluate the predictions. Defaults to 51.

level:  an optional integer specifying the desired prediction level. Levels increase from
outermost to innermost grouping, with level 0 representing the population (fixed
effects) predictions. Only one level can be specified. Defaults to the innermost
level.

some methods for the generic may require additional arguments.

VALUE
a data frame with four columns representing, respectively, the values of the pri-
mary covariate, the groups (@bject does not have a grouping structure, all
elements will bet), the predicted or observed values, and the type of value in
the third column: the objects’ names are used to classify the predicted values
and original is used for the observed values. The returned object inherits
from classesomparePred andaugPred .

NOTE
This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include:
gls , Ime, andimList
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SEE ALSO
augPred , getGroups

EXAMPLE

fml <- Ime(distance ~ age * Sex, data = Orthodont, random = ~ age)
fm2 <- update(fml, distance ~ age)
comparePred(fml, fm2, length.out = 2)

corAR1 AR(1) Correlation Structure COrAR1

This function is a constructor for thrAR1 class, representing an autocorrela-
tion structure of order 1. Objects created using this constructor need to be later
initialized using the appropriateitialize method.

corAR1(value, form, fixed)
ARGUMENTS

value:  the value of the lag 1 autocorrelation, which must be between -1 and 1. Defaults
to 0 (no autocorrelation).

form: a one sided formula of the formt , or ~t | g , specifying a time covariate
and, optionally, a grouping facter. A covariate for this correlation structure
must be integer valued. When a grouping factor is presefotim , the correla-
tion structure is assumed to apply only to observations within the same grouping
level; observations with different grouping levels are assumed to be uncorrelated.
Defaults to~1, which corresponds to using the order of the observations in the
data as a covariate, and no groups.

fixed:  an optional logical value indicating whether the coefficient should be allowed to
vary in the optimization, or kept fixed at its initial value. Defaults=#LSE, in
which case the coefficient is allowed to vary.

VALUE
an object of classorAR1 , representing an autocorrelation structure of order 1.

REFERENCES
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

SEE ALSO
initialize.corStruct

EXAMPLE
## covariate is observation order and grouping factor is Mare
csl <- corAR1(0.2, form = ~ 1 | Mare)
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corARMA ARMA(p,q) Correlation Structure corARMA

This function is a constructor for therARMA class, representing an autocorrelation-
moving average correlation structure of order (p, ). Objects created using
this constructor need to be later initialized using the appropimittalize

method.

corARMA(value, form, p, q, fixed)
ARGUMENTS

value:  a vector with the values of the autoregressive and moving average parameters,
which must have length + g and all elements between -1 and 1. Defaults to a
vector of zeros, corresponding to uncorrelated observations.

form: a one sided formula of the formt, or ~t | g , specifying a time covariate
and, optionally, a grouping factay. A covariate for this correlation structure
must be integer valued. When a grouping factor is preseiotim , the correla-
tion structure is assumed to apply only to observations within the same grouping
level; observations with different grouping levels are assumed to be uncorrelated.
Defaults to~1, which corresponds to using the order of the observations in the
data as a covariate, and no groups.

p, g: hon-negative integers specifying respectively the autoregressive order and the
moving average order of thERMAstructure. Both default to O.

fixed:  an optional logical value indicating whether the coefficients should be allowed to
vary in the optimization, or kept fixed at their initial values. Defaults§AQSE,
in which case the coefficients are allowed to vary.

VALUE

an object of classorARMA, representing an autocorrelation-moving average cor-
relation structure.

REFERENCES
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

SEE ALSO
initialize.corStruct

EXAMPLE

## ARMA(1,2) structure, with observation order as a covariate and
## Mare as grouping factor
csl <- corARMA(c(0.2, 0.3, -0.1), form = ~ 1| Mare, p=1,qg=2)
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corCAR1 Continuous AR(1) Correlation Structure corCAR1

This function is a constructor for tlerCARL1 class, representing an autocorrela-
tion structure of order 1, with a continuous time covariate. Objects created using
this constructor need to be later initialized using the appropimittalize

method.

corCAR1(value, form, fixed)
ARGUMENTS

value: the correlation between two observations one unit of time apart. Must be be-
tween 0 and 1. Defaults to 0.2.

form: a one sided formula of the formt, or~t | g , specifying a time covariate
and, optionally, a grouping factgr Covariates for this correlation structure need
not be integer valued. When a grouping factor is preseforin , the correlation
structure is assumed to apply only to observations within the same grouping
level; observations with different grouping levels are assumed to be uncorrelated.
Defaults to~1, which corresponds to using the order of the observations in the
data as a covariate, and no groups.

fixed:  an optional logical value indicating whether the coefficient should be allowed to
vary in the optimization, or kept fixed at its initial value. Defaultd=#_SE, in
which case the coefficient is allowed to vary.

VALUE
an object of classorCAR1, representing an autocorrelation structure of order 1,
with a continuous time covariate.

REFERENCES
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

Jones, R.H. (1993) "Longitudinal Data with Serial Correlation: A State-space
Approach”, Chapman and Hall

SEE ALSO
initialize.corStruct

EXAMPLE

## covariate is Time and grouping factor is Mare
csl <- corCAR1(0.2, form = ~ Time | Mare)
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corClasses Correlation Structure Classes corClasses

Standard classes of correlation structuresStruct ) available in thenime
library.

STANDARD CLASSES
corAR1: autoregressive process of order 1.

corARMA: autoregressive moving average process, with arbitrary orders for the autore-
gressive and moving average components.

corCAR1: continuous autoregressive process (AR(1) process for a continuous time co-
variate).

corCompSymm: compound symmetry structure corresponding to a constant correlation.
corExp:  exponential spatial correlation.

corGaus: Gaussian spatial correlation.

corLin:  linear spatial correlation.

corRatio: Rational Quadratic spatial correlation.

corSpher:  spherical spatial correlation.

corSymm: general correlation matrix, with no additional structure.

NOTE
Users may define their oweorStruct  classes by specifying eonstruc-
tor function and, at a minimum, methods for the functimesMatrix  and
coef . For examples of these functions, see the methods for class®gnm
andcorAR1 .

SEE ALSO
corAR1 , corARMA, corCAR1, corCompSymm) corExp , corGaus , corLin , cor-
Ratio , corSpher , corSymm
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corCompSymm Compound Symmetry Correlation Structure corCompSymm

This function is a constructor for themrCompSymmclass, representing a com-
pound symmetry structure corresponding to uniform correlation. Objects created
using this constructor need to be later initialized using the approjimitdé

ize method.

corCompSymm(value, form, fixed)
ARGUMENTS
value:  the correlation between any two correlated observations. Defaults to 0.

form: a one sided formula of the formt, or ~t | g , specifying a time covariate
t and, optionally, a grouping factar. When a grouping factor is present in
form , the correlation structure is assumed to apply only to observations within
the same grouping level; observations with different grouping levels are assumed
to be uncorrelated. Defaults tol, which corresponds to using the order of the
observations in the data as a covariate, and no groups.

fixed:  an optional logical value indicating whether the coefficient should be allowed to
vary in the optimization, or kept fixed at its initial value. Defaults=#LSE, in
which case the coefficient is allowed to vary.

VALUE

an object of classorCompSymm representing a compound symmetry correla-
tion structure.

REFERENCES

Milliken, G. A. and Johnson, D. E. (1992) "Analysis of Messy Data, Volume I:
Designed Experiments”, Van Nostrand Reinhold.

SEE ALSO
initialize.corStruct

EXAMPLE

## covariate is observation order and grouping factor is Subject
csl <- corCompSymm(0.5, form = ~ 1 | Subject)
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COrExp

Exponential Correlation Structure COrExp

This function is a constructor for therExp class, representing an exponential
spatial correlation structure. Lettinbdenote the range anddenote the nugget
effect, the correlation between two observations a distaagert isexp(—r/d)

when no nugget effect is present amdxp(—r/d) when a nugget effect is as-
sumed. Objects created using this constructor need to be later initialized using
the appropriaténitialize method.

corExp(value, form, nugget, metric, fixed)

ARGUMENTS

value:

form:

nugget:

metric:

fixed:

VALUE

an optional vector with the parameter values in constrained formugidet is

FALSE, value can have only one element, corresponding to the "range” of the
Exponential correlation structure, which must be greater than zeragtfet

is TRUE meaning that a nugget effect is presematye can contain one or two
elements, the first being the "range” and the second the "nugget effect” (one
minus the correlation between observations taken arbitrarily close together); the
first must be greater than zero and the second must be between zero and one.
Defaults tonumeric(0) , which results in a range of 90% of the minimum dis-
tance and a nugget ratio of 0.9 being assigned to the parametersobjben

is initialized.

a one sided formula of the form S1+..+Sp ,or~ S1+.+Sp | g , Speci-

fying spatial covariateS1 throughSp and, optionally, a grouping factgr When

a grouping factor is presentiorm , the correlation structure is assumed to apply
only to observations within the same grouping level; observations with different
grouping levels are assumed to be uncorrelated. Defaults 19 which corre-
sponds to using the order of the observations in the data as a covariate, and no
groups.

an optional logical value indicating whether a nugget effect is present. Defaults
to FALSE

an optional character string specifying the distance metric to be used. The cur-
rently available options ar&uclidian” for the root sum-of-squares of dis-
tances;maximum" for the maximum difference; artthanhattan”  for the sum

of the absolute differences. Partial matching of arguments is used, so only the
first three characters need to be provided. Defaultsualidian®

an optional logical value indicating whether the coefficients should be allowed to
vary in the optimization, or kept fixed at their initial values. DefaultsAa SE,
in which case the coefficients are allowed to vary.

an object of classorExp , also inheriting from classorSpatial , representing
an exponential spatial correlation structure.
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REFERENCES
Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.
Littel, Milliken, Stroup, and Wolfinger (1997) "SAS Systems for Mixed Mod-
els”, SAS Institute.

SEE ALSO
initialize.corStruct , dist
EXAMPLE
spl <- corExp(form = ~ X +y+ 2
corFactor Factor of a Correlation Matrix corFactor

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
all corStruct  classes.

corFactor(object, ...)

ARGUMENTS
object:  an object from which a correlation matrix can be extracted.

some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

EXAMPLE

## see the method function documentation
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corFactor.corStruct Factor of a corStruct Matrix corFactor.corStruct

This method function extracts a transpose inverse square-root factor, or a series
of transpose inverse square-root factors, of the correlation matrix, or list of corre-
lation matrices, represented blyject . Letting X denote a correlation matrix, a
square-root factor o is any square matrif such thats = L'L. This method
extractsL ",

corFactor(object)
ARGUMENTS

object:  an object inheriting from clasorStruct  representing a correlation structure,
which must have been initialized (usiirgtialize ).

VALUE
If the correlation structure does not include a grouping factor, the returned value
will be a vector with a transpose inverse square-root factor of the correlation
matrix associated withbject stacked column-wise. If the correlation structure
includes a grouping factor, the returned value will be a vector with transpose
inverse square-root factors of the correlation matrices for each group, stacked by
group and stacked column-wise within each group.

NOTE
This method function is used intensively in optimization algorithms and its value
is returned as a vector for efficiency reasons. dd#latrix ~ method function
can be used to obtain transpose inverse square-root factors in matrix form.

SEE ALSO

corMatrix.corStruct , recalc.corStruct , initialize.corStruct
EXAMPLE

csl <- corAR1l(form = ~ 1 | Subject)

csl <- initialize(csl, data = Orthodont)

corFactor(csl)
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corGaus

Gaussian Correlation Structure corGaus

This function is a constructor for theorGaus class, representing a Gaussian
spatial correlation structure. Lettinbdenote the range anddenote the nugget
effect, the correlation between two observations a distaapart isexp(—(r/d)?)
when no nugget effect is present anexp(—(r/d)?) when a nugget effect is as-
sumed. Objects created using this constructor need to be later initialized using
the appropriaténitialize method.

corGaus(value, form, nugget, metric, fixed)

ARGUMENTS

value:

form:

nugget:

metric:

fixed:

VALUE

an optional vector with the parameter values in constrained formugidet is

FALSE, value can have only one element, corresponding to the "range” of the
Gaussian correlation structure, which must be greater than zerngdét is

TRUE meaning that a nugget effect is presaripe can contain one or two
elements, the first being the "range” and the second the "nugget effect” (one
minus the correlation between observations taken arbitrarily close together); the
first must be greater than zero and the second must be between zero and one.
Defaults tonumeric(0) , which results in a range of 90% of the minimum dis-
tance and a nugget ratio of 0.9 being assigned to the parametersobjben

is initialized.

a one sided formula of the form S1+..+Sp ,or~ S1+.+Sp | g , Speci-

fying spatial covariateS1 throughSp and, optionally, a grouping factgr When

a grouping factor is presentiorm , the correlation structure is assumed to apply
only to observations within the same grouping level; observations with different
grouping levels are assumed to be uncorrelated. Defaults 19 which corre-
sponds to using the order of the observations in the data as a covariate, and no
groups.

an optional logical value indicating whether a nugget effect is present. Defaults
to FALSE

an optional character string specifying the distance metric to be used. The cur-
rently available options ar&uclidian” for the root sum-of-squares of dis-
tances;maximum" for the maximum difference; artthanhattan”  for the sum

of the absolute differences. Partial matching of arguments is used, so only the
first three characters need to be provided. Defaultsualidian®

an optional logical value indicating whether the coefficients should be allowed to
vary in the optimization, or kept fixed at their initial values. DefaultsAa SE,
in which case the coefficients are allowed to vary.

an object of classorGaus , also inheriting from classorSpatial , represent-
ing a Gaussian spatial correlation structure.
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REFERENCES

Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

Littel, Milliken, Stroup, and Wolfinger (1997) "SAS Systems for Mixed Mod-
els”, SAS Institute.

SEE ALSO
initialize.corStruct , dist
EXAMPLE
spl <- corGaus(form = ~ Xty +2)
corLin Linear Correlation Structure corLin

This function is a constructor for thwrLin  class, representing a linear spatial
correlation structure. Letting denote the range anddenote the nugget effect,

the correlation between two observations a distanced apartisl—(r/d) when

no nugget effect is present andl — (r/d)) when a nugget effect is assumed. If

r > d the correlation is zero. Objects created using this constructor need to be
later initialized using the appropriaitétialize method.

corLin(value, form, nugget, metric, fixed)

ARGUMENTS

value:

form:

nugget:

an optional vector with the parameter values in constrained formugdet is

FALSE, value can have only one element, corresponding to the "range” of the
Linear correlation structure, which must be greater than zermglfet is TRUE
meaning that a nugget effect is presemtye can contain one or two elements,

the first being the "range” and the second the "nugget effect” (one minus the
correlation between observations taken arbitrarily close together); the first must
be greater than zero and the second must be between zero and one. Defaults to
numeric(0) , which results in a range of 90% of the minimum distance and a
nugget ratio of 0.9 being assigned to the parameters whjent s initialized.

a one sided formula of the form S1+..+Sp ,or~ S1+.+4Sp | g , Speci-

fying spatial covariateS1 throughSp and, optionally, a grouping factgr When

a grouping factor is presentiorm , the correlation structure is assumed to apply
only to observations within the same grouping level; observations with different
grouping levels are assumed to be uncorrelated. Defauls 1 which corre-
sponds to using the order of the observations in the data as a covariate, and no
groups.

an optional logical value indicating whether a nugget effect is present. Defaults
to FALSE
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metric:  an optional character string specifying the distance metric to be used. The cur-
rently available options ar&uclidian” for the root sum-of-squares of dis-
tances;maximum" for the maximum difference; anchanhattan"  for the sum
of the absolute differences. Partial matching of arguments is used, so only the
first three characters need to be provided. Defaultsudlidian”

fixed:  an optional logical value indicating whether the coefficients should be allowed to
vary in the optimization, or kept fixed at their initial values. DefaultEAQSE,
in which case the coefficients are allowed to vary.

VALUE
an object of classorLin , also inheriting from classorSpatial , representing
a linear spatial correlation structure.

REFERENCES
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.
Littel, Milliken, Stroup, and Wolfinger (1997) "SAS Systems for Mixed Mod-
els”, SAS Institute.

SEE ALSO
initialize.corStruct , dist

EXAMPLE
spl <- corLin(form = ~ X +y)

corMatrix Extract Correlation Matrix corMatrix

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
all corStruct  classes.

corMatrix(object, ...)
ARGUMENTS
object:  an object for which a correlation matrix can be extracted.
some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

EXAMPLE

## see the method function documentation
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corMatrix.corStruct corStruct Correlation Matrix corMatrix.corStruct

This method function extracts the correlation matrix (or its transpose inverse
square-root factor), or list of correlation matrices (or their transpose inverse
square-root factors) correspondingctavariate  andobject . Letting 3 de-

note a correlation matrix, a square-root factodbfs any square matriX, such
thatX = L'L. Whencorr = FALSE , this method extract& ~*.

corMatrix(object, covariate, corr)

ARGUMENTS

object:

covariate:

corr:

VALUE

an object inheriting from clasrStruct  representing a correlation structure.

an optional covariate vector (matrix), or list of covariate vectors (matrices),
at which values the correlation matrix, or list of correlation matrices, are to be
evaluated. Defaults tgetCovariate(object)

a logical value. IfTRUEthe function returns the correlation matrix, or list of
correlation matrices, represented diyject . If FALSE the function returns a
transpose inverse square-root of the correlation matrix, or a list of transpose
inverse square-root factors of the correlation matrices.

If covariate  is a vector (matrix), the returned value will be an array with the
corresponding correlation matrix (or its transpose inverse square-root factor).
If the covariate is a list of vectors (matrices), the returned value will be a
list with the correlation matrices (or their transpose inverse square-root factors)
corresponding to each componentofariate

SEE ALSO

corFactor.corStruct , initialize.corStruct

EXAMPLE

csl <- corAR1(0.3)
corMatrix(csl, covariate = 1:4)
corMatrix(csl, covariate = 1:4, corr = F)
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corMatrix.pdMat pdMat Correlation Matrix corMatrix.pdMat

The correlation matrix corresponding to the positive-definite matrix represented
by object is obtained.

corMatrix(object)

ARGUMENTS

object:  an object inheriting from clagsiMat , representing a positive definite matrix.

VALUE

the correlation matrix corresponding to the positive-definite matrix represented
by object

SEE ALSO
as.matrix.pdMat , pdMatrix

EXAMPLE
pdl <- pdSymm(diag(1:4))
corMatrix(pd1)

corMatrix.reStruct reStruct Correlation Matrix corMatrix.reStruct

This method function extracts the correlation matrices corresponding pd X
elements obbject

corMatrix(object)
ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list @idMat objects.

VALUE

a list with components given by the correlation matrices corresponding to the
elements obbject

SEE ALSO
as.matrix.reStruct , reStruct | pdMat

EXAMPLE
rsl <- reStruct(pdSymm(diag(3), form= ~ Sex+age, data=Orthodont))
corMatrix(rs1)
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corRatio

Rational Quadratic Correlation Structure corRatio

This function is a constructor for theorRatio  class, representing a Rational
Quadratic spatial correlation structure. Lettihdenote the range anddenote

the nugget effect, the correlation between two observations a distance r apart is
(r/d)?/ (1 + (r/d)?) when no nugget effect s present gnd-n)(r/d)?/ (1 + (r/d)?)
when a nugget effect is assumed. Objects created using this constructor need to
be later initialized using the appropriatéialize method.

corRatio(value, form, nugget, metric, fixed)

ARGUMENTS

value:

form:

nugget:

metric:

fixed:

VALUE

an optional vector with the parameter values in constrained fornmudfet

is FALSE, value can have only one element, corresponding to the "range” of
the Rational Quadratic correlation structure, which must be greater than zero. If
nugget is TRUE meaning that a nugget effect is preseatye can contain one

or two elements, the first being the "range” and the second the "nugget effect”
(one minus the correlation between two observations taken arbitrarily close to-
gether); the first must be greater than zero and the second must be between zero
and one. Defaults toumeric(0) , which results in a range of 90being assigned

to the parameters wheject is initialized.

a one sided formula of the form S1+..+Sp ,or~ S1+.+Sp | g , Speci-

fying spatial covariateS1 throughSp and, optionally, a grouping factgr When

a grouping factor is presentiorm , the correlation structure is assumed to apply
only to observations within the same grouping level; observations with different
grouping levels are assumed to be uncorrelated. Defauls 1 which corre-
sponds to using the order of the observations in the data as a covariate, and no
groups.

an optional logical value indicating whether a nugget effect is present. Defaults
to FALSE

an optional character string specifying the distance metric to be used. The cur-
rently available options ar&uclidian” for the root sum-of-squares of dis-
tances;maximum" for the maximum difference; arfchanhattan"  for the sum

of the absolute differences. Partial matching of arguments is used, so only the
first three characters need to be provided. Defaultsualidian®

an optional logical value indicating whether the coefficients should be allowed
to vary in the optimization, or kept fixed at their initial value. Defaults 40 SE,
in which case the coefficients are allowed to vary.

an object of classorRatio , also inheriting from classorSpatial  , represent-
ing a rational quadratic spatial correlation structure.
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REFERENCES

Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

Littel, Milliken, Stroup, and Wolfinger (1997) "SAS Systems for Mixed Mod-
els”, SAS Institute.

SEE ALSO
initialize.corStruct , dist
EXAMPLE
spl <- corRatio(form = ~ X +Yy+ 2)
corSpatial Spatial Correlation Structure corSpatial

This function is a constructor for theorSpatial ~ class, representing a spatial
correlation structure. This class is "virtual”, having four "real” classes, corre-
sponding to specific spatial correlation structures, associated witlriExp
corGaus , corLin , corRatio , andcorSpher . The returned object will inherit
from one of these "real” classes, determined bytipe argument, and from
the "virtual” corSpatial ~ class. Objects created using this constructor need to
be later initialized using the appropriatétialize method.

corSpatial(value, form, nugget, type, metric, fixed)

ARGUMENTS

value:

form:

nugget:

an optional vector with the parameter values in constrained formugdet is

FALSE, value can have only one element, corresponding to the "range” of the
spatial correlation structure, which must be greater than zenagtfet is TRUE
meaning that a nugget effect is presemtye can contain one or two elements,

the first being the "range” and the second the "nugget effect” (one minus the
correlation between observations taken arbitrarily close together); the first must
be greater than zero and the second must be between zero and one. Defaults to
numeric(0) , which results in a range of 90% of the minimum distance and a
nugget ratio of 0.9 being assigned to the parameters whjent s initialized.

a one sided formula of the form S1+..+Sp ,or~ S1+.+4Sp | g , Speci-

fying spatial covariateS1 throughSp and, optionally, a grouping factgr When

a grouping factor is presentiorm , the correlation structure is assumed to apply
only to observations within the same grouping level; observations with different
grouping levels are assumed to be uncorrelated. Defauls 1 which corre-
sponds to using the order of the observations in the data as a covariate, and no
groups.

an optional logical value indicating whether a nugget effect is present. Defaults
to FALSE
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type: an optional character string specifying the desired type of correlation struc-
ture. Available types includéspherical” , "exponential" , "gaussian"
and"linear" . See the documentation on the functi@esSpher , corExp ,
corGaus , andcorLin for a description of these correlation structures. Partial
matching of arguments is used, so only the first character needs to be provided.
Defaults to"spherical"

metric.  an optional character string specifying the distance metric to be used. The cur-
rently available options ar&uclidian” for the root sum-of-squares of dis-
tances;maximum" for the maximum difference; anchanhattan"  for the sum
of the absolute differences. Partial matching of arguments is used, so only the
first three characters need to be provided. Defaultsudlidian"

fixed:  an optional logical value indicating whether the coefficients should be allowed to
vary in the optimization, or kept fixed at their initial values. Default&Ad SE,
in which case the coefficients are allowed to vary.

VALUE
an object of class determined by thy@e argument and also inheriting from
classcorSpatial , representing a spatial correlation structure.

REFERENCES
Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.
Littel, Milliken, Stroup, and Wolfinger (1997) "SAS Systems for Mixed Mod-
els”, SAS Institute.

SEE ALSO
corExp , corGaus , corLin , corSpher , initialize.corStruct , dist

EXAMPLE
spl <- corSpatial(form = ~ X + Yy + z type = "g", metric = "man")
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corSpher Spherical Correlation Structure corSpher

This function is a constructor for theorSpher class, representing a spheri-
cal spatial correlation structure. Lettirgdenote the range and denote the
nugget effect, the correlation between two observations a distaxicé apart is
1—1.5(r/d)+0.5(r/d)* when no nugget effect is present and — 1.5(r/d) +
0.5(r/d)®) when a nugget effect is assumed.rIf> d the correlation is zero.
Objects created using this constructor need to be later initialized using the ap-
propriateinitialize method.

corSpher(value, form, nugget, metric, fixed)

ARGUMENTS

value:

form:

nugget:

metric:

fixed:

an optional vector with the parameter values in constrained formugdet is

FALSE, value can have only one element, corresponding to the "range” of the
Spherical correlation structure, which must be greater than zermugtfet is

TRUE meaning that a nugget effect is presentue can contain one or two
elements, the first being the "range” and the second the "nugget effect” (one
minus the correlation between observations taken arbitrarily close together); the
first must be greater than zero and the second must be between zero and one.
Defaults tonumeric(0) , which results in a range of 90% of the minimum dis-
tance and a nugget ratio of 0.9 being assigned to the parametersobjben

is initialized.

a one sided formula of the form S1+.+Sp ,or~ S1+.+Sp | g , Speci-

fying spatial covariateS1 throughSp and, optionally, a grouping factgr When

a grouping factor is presentiorm , the correlation structure is assumed to apply
only to observations within the same grouping level; observations with different
grouping levels are assumed to be uncorrelated. Defauls 1 which corre-
sponds to using the order of the observations in the data as a covariate, and no
groups.

an optional logical value indicating whether a nugget effect is present. Defaults
to FALSE

an optional character string specifying the distance metric to be used. The cur-
rently available options ar&euclidian” for the root sum-of-squares of dis-
tancesmaximum" for the maximum difference; anchanhattan*  for the sum

of the absolute differences. Partial matching of arguments is used, so only the
first three characters need to be provided. Defaultsualidian”

an optional logical value indicating whether the coefficients should be allowed to
vary in the optimization, or kept fixed at their initial values. Default&Ad SE,
in which case the coefficients are allowed to vary.
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VALUE

an object of classorSpher , also inheriting from classorSpatial , represent-
ing a spherical spatial correlation structure.

REFERENCES

Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

Littel, Milliken, Stroup, and Wolfinger (1997) "SAS Systems for Mixed Mod-
els”, SAS Institute.

SEE ALSO
initialize.corStruct , dist
EXAMPLE
spl <- corSpher(form = ~ X +Yy)
corSymm General Correlation Structure corSymm

This function is a constructor for thrSymm class, representing a general cor-
relation structure. The internal representation of this structure, in terms of un-
constrained parameters, uses the spherical parametrization defined in Pinheiro
and Bates (1996). Objects created using this constructor need to be later initial-
ized using the appropriateitialize method.

corSymm(value, form, fixed)

ARGUMENTS

value:

form:

fixed:

VALUE

an optional vector with the parameter values. Defauluseric(0) , which
results in a vector of zeros of appropriate dimension being assigned to the pa-
rameters whembject is initialized (corresponding to an identity correlation
structure).

a one sided formula of the formt, or ~t | g , specifying a time covariate

and, optionally, a grouping factay. A covariate for this correlation structure
must be integer valued. When a grouping factor is presefotin , the correla-

tion structure is assumed to apply only to observations within the same grouping
level; observations with different grouping levels are assumed to be uncorrelated.
Defaults to~1, which corresponds to using the order of the observations in the
data as a covariate, and no groups.

an optional logical value indicating whether the coefficients should be allowed to
vary in the optimization, or kept fixed at their initial values. Default&Ad SE,
in which case the coefficients are allowed to vary.

an object of classorSymm representing a general correlation structure.
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REFERENCES
Pinheiro, J.C. and Bates., D.M. (1996) "Unconstrained Parametrizations for Variance
Covariance Matrices”, Statistics and Computing, 6, 289-296.

SEE ALSO
initialize.corSymm

EXAMPLE
## covariate is observation order and grouping factor is Subject
csl <- corSymm(form = ~ 1 | Subject)
covariate<- Assign Covariate Values covariate<-

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
all varFunc classes.

covariate(object) <- value
ARGUMENTS
object:  any object with aovariate  component.
value: avalue to be assigned to the covariate associatedowidht

VALUE
will depend on the method function; see the appropriate documentation.

SEE ALSO
getCovariate

EXAMPLE
## see the method function documentation
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covariate<- .varFunc Assign varFunc Covariate covariate<- .varFunc

The covariate(s) used in the calculation of the weights of the variance function
represented bgbject is (are) replaced byalue . If object has been initial-
ized,value must have the same dimensiongyakCovariate(object)

covariate(object) <- value

ARGUMENTS

object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.

value: avalue to be assigned to the covariate associatedobiiiot

VALUE
avarFunc object similar toobject , but with itscovariate  attribute replaced
by value .
SEE ALSO
getCovariate.varFunc
EXAMPLE
vfl <- varPower(1.1, form = ~ age)

covariate(vfl) <- Orthodont[["age"]]

Dim Extract Dimensions from an Object Dim

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function in-
clude: corSpatial , corStruct , pdCompSymmpdDiag , pdident , pdMat,
andpdSymm

Dim(object, ...)
ARGUMENTS
object:  any object for which dimensions can be extracted.

some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

NOTE

If dim allowed more than one argument, there would be no need for this generic
function.

SEE ALSO
Dim.pdMat , Dim.corStruct
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EXAMPLE
## see the method function documentation

Dim.corSpatial Dimensions of a corSpatial Object Dim.corSpatial

if groups is missing, it returns th®im attribute ofobject ; otherwise, calcu-
lates the dimensions associated with the grouping factor.

Dim(object, groups)
ARGUMENTS

object:  an object inheriting from classorSpatial , representing a spatial correlation
structure.

groups:  an optional factor defining the grouping of the observations; observations within
a group are correlated and observations in different groups are uncorrelated.

VALUE
a list with components:

N: length ofgroups
M: number of groups

spClass:  an integer representing the spatial correlation class; 0 = user defined class, 1 =
corSpher , 2 =corExp , 3 =corGaus , 4 =corLin

sumLenSqg: sum of the squares of the number of observations per group
len: an integer vector with the number of observations per group

start: an integer vector with the starting position for the distance vectors in each group,
beginning from zero

SEE ALSO
Dim, Dim.corStruct

EXAMPLE
Dim(corGaus(), getGroups(Orthodont))
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Dim.corStruct Dimensions of a corStruct Object Dim.corStruct

if groups is missing, it returns th®im attribute ofobject ; otherwise, calcu-
lates the dimensions associated with the grouping factor.

Dim(object, groups)
ARGUMENTS
object:  an object inheriting from clasrStruct , representing a correlation structure.

groups:  an optional factor defining the grouping of the observations; observations within
a group are correlated and observations in different groups are uncorrelated.

VALUE
a list with components:

N: length ofgroups
M: number of groups
maxLen: maximum number of observations in a group
sumLenSqg: sum of the squares of the number of observations per group
len: an integer vector with the number of observations per group

start: an integer vector with the starting position for the observations in each group,
beginning from zero

SEE ALSO
Dim, Dim.corSpatial

EXAMPLE
Dim(corAR1(), getGroups(Orthodont))
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Dim.pdMat Dimensions of a pdMat Object Dim.pdMat

This method function returns the dimensions of the matrix representet-by
ject

Dim(object)
ARGUMENTS

object:  an object inheriting from claggiMat , representing a positive-definite matrix.

VALUE

an integer vector with the number of rows and columns of the matrix represented
by object

SEE ALSO
Dim

EXAMPLE
Dim(pdSymm(diag(3)))

fitted.gls Extract gls Fitted Values fitted.gls

The fitted values for the linear model representediigct are extracted.
fitted(object)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

VALUE
a vector with the fitted values for the linear model representesbfayt
SEE ALSO
gls , residuals.gls
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
fitted(fm1)
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fitted.glsStruct Calculate glsStruct Fitted Values fitted.glsStruct

The fitted values for the linear model representediigct are extracted.
fitted(object, glsFit)
ARGUMENTS

object:  an object inheriting from clasgisStruct , representing a list of linear model
components, such asrStruct  andvarFunc objects.

glsFit: an optional list with componentsgLik (log-likelihood),beta (coefficients),
sigma (standard deviation for error termjarBeta (coefficients’ covariance
matrix),fitted  (fitted values), ancesiduals  (residuals). Defaults tattr(object,
"glsFit")

VALUE
a vector with the fitted values for the linear model representesbjayt

NOTE

This method function is generally only used insgle andfitted.gls

SEE ALSO
gls , fitted.gls , residuals.glsStruct

fitted.gnls Extract gnls Fitted Values fitted.gnls
The fitted values for the nonlinear model representeddpsct  are extracted.
fitted(object)

ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized nonlinear least
squares fitted model.

VALUE
a vector with the fitted values for the nonlinear model representetbjbyt

SEE ALSO
gnls , residuals.gnls
EXAMPLE

fml <- gnls(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean,
weights = varPower())
fitted(fm1)
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fitted.gnlsStruct Calculate gnlsStruct Fitted Values fitted.gnlsStruct

The fitted values for the nonlinear model representeddpsct  are extracted.
fitted(object)
ARGUMENTS

object:  an object inheriting from clagmisStruct , representing a list of model com-
ponents, such asrStruct  andvarFunc objects, and attributes specifying the
underlying nonlinear model and the response variable.

VALUE
a vector with the fitted values for the nonlinear model representetjbyt
NOTE
This method function is generally only used insighés  andfitted.gnls
SEE ALSO
gnls , fitted.gnls , residuals.gnlisStruct
fitted.ImList Extract ImList Fitted Values fitted.ImList
The fitted values are extracted from edwehcomponent obbject and arranged
into a list with as many componentsagect , or combined into a single vector.
fitted(object, subset, asList)
ARGUMENTS

object:  an object inheriting from cladsiList , representing a list din objects with a
common model.

subset:  an optional character or integer vector naming Ithecomponents obbject
from which the fitted values are to be extracted. DefaultliiL, in which case
all components are used.

asList; an optional logical value. ITRUE the returned object is a list with the fitted
values split by groups; else the returned value is a vector. DefalHSUBE.

VALUE
a list with components given by the fitted values of elmectcomponent obb-
ject , or a vector with the fitted values for &th components obbject

SEE ALSO
ImList , residuals.ImList
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EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
fitted(fm1)
fitted.ImList Extract ImList Fitted Values fitted.ImList

The fitted values are extracted from edwhcomponent obbject and arranged
into a list with as many componentsagect , or combined into a single vector.

fitted(object, subset, asList)

ARGUMENTS

object:  an object inheriting from cladsList , representing a list din objects with a
common model.

subset:  an optional character or integer vector naming Ithecomponents obbject
from which the fitted values are to be extracted. DefaultlL, in which case

all components are used.

asList:  an optional logical value. ITRUE the returned object is a list with the fitted
values split by groups; else the returned value is a vector. DefalRSLUBE.

VALUE
a list with components given by the fitted values of elmercomponent obb-

ject , or a vector with the fitted values for &h components obbject

SEE ALSO
ImList , residuals.ImList

EXAMPLE
fml <- ImList(distance ~ age, Orthodont, groups = ~ Subject)
fitted(fm1)
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fitted.Ime Extract Ime Fitted Values fitted.Ime

The fitted values at level i are obtained by adding together the population fitted
values (based only on the fixed effects estimates) and the estimated contributions
of the random effects to the fitted values at grouping levels less or equal to i. The
resulting values estimate the best linear unbiased predictions (BLUPS) at level i.

fitted(object, level, asList)
ARGUMENTS

object:  an object inheriting from clasine, representing a fitted linear mixed-effects
model.

level:  an optional integer vector giving the level(s) of grouping to be used in extracting
the fitted values fronobject . Level values increase from outermost to inner-
most grouping, with level zero corresponding to the population fitted values.
Defaults to the highest or innermost level of grouping.

asList; an optional logical value. IfRUEand a single value is given iavel , the re-
turned object is a list with the fitted values split by groups; else the returned value
is either a vector or a data frame, according to the lengtbvef . Defaults to
FALSE

VALUE
if a single level of grouping is specified lavel , the returned value is either
a list with the fitted values split by groupasfist = TRUE ) or a vector with
the fitted valuesdsList = FALSE ); else, when multiple grouping levels are
specified inlevel , the returned object is a data frame with columns given by
the fitted values at different levels and the grouping factors.

REFERENCES
Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at
http://nime.stat.wisc.edu

SEE ALSO
Ime, residuals.Ime

EXAMPLE

fml <- Ime(distance ~ age + Sex, data = Orthodont, random = ~ 1)
fitted(fml, level = 0:1)
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fitted.ImeStruct Calculate ImeStruct Fitted Values fitted.ImeStruct

The fitted values at level i are obtained by adding together the population fitted
values (based only on the fixed effects estimates) and the estimated contributions
of the random effects to the fitted values at grouping levels less or equal to i. The
resulting values estimate the best linear unbiased predictions (BLUPS) at level i.

fitted(object, levels, ImeFit, conLin)

ARGUMENTS

object:

level:

ImeFit:

conLin:

VALUE

NOTE

an object inheriting from clagmeStruct , representing a list of linear mixed-
effects model components, suchraStruct , corStruct , andvarFunc ob-
jects.

an optional integer vector giving the level(s) of grouping to be used in extracting
the fitted values fronobject . Level values increase from outermost to inner-
most grouping, with level zero corresponding to the population fitted values.
Defaults to the highest or innermost level of grouping.

an optional list with componentseta andb containing respectively the fixed
effects estimates and the random effects estimates to be used to calculate the
fitted values. Defaults tattr(object, "ImeFit")

an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matiky ombined with a response vector
(y), and"logLik" , corresponding to the log-likelihood of the underlying Ime
model. Defaults tattr(object, "conLin")

if a single level of grouping is specified lavel , the returned value is a vector
with the fitted values at the desired level; else, when multiple grouping levels are
specified inlevel , the returned object is a matrix with columns given by the
fitted values at different levels.

This method function is generally only used insiche andfitted.Ime

REFERENCES

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nime.stat.wisc.edu

SEE ALSO

Ime , fitted.Ime , residuals.ImeStruct
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fitted.nImeStruct Calculate nlmeStruct Fitted Values fitted.nlmeStruct

The fitted values at level i are obtained by adding together the contributions from
the estimated fixed effects and the estimated random effects at levels less or equal
to i and evaluating the model function at the resulting estimated parameters. The
resulting values estimate the predictions at level i.

fitted(object, levels, nimeFit, conLin)

ARGUMENTS

object:

level:

conLin:

VALUE

NOTE

an object inheriting from classmeStruct , representing a list of mixed-effects
model components, such @struct , corStruct , andvarFunc objects, plus
attributes specifying the underlying nonlinear model and the response variable.

an optional integer vector giving the level(s) of grouping to be used in extracting
the fitted values fronobject . Level values increase from outermost to inner-
most grouping, with level zero corresponding to the population fitted values.
Defaults to the highest or innermost level of grouping.

an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matixy ¢ombined with a response vector
(y), and"logLik" , corresponding to the log-likelihood of the underlying nime
model. Defaults tattr(object, “"conLin")

if a single level of grouping is specified iavel , the returned value is a vector
with the fitted values at the desired level; else, when multiple grouping levels are
specified inlevel , the returned object is a matrix with columns given by the
fitted values at different levels.

This method function is generally only used insidee andfitted.nlme

REFERENCES

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nlme.stat.wisc.edu

SEE ALSO

nime , fitted.nime , residuals.nlmeStruct
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fixed.effects Extract Fixed Effects fixed.effects

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
ImList andime.

fixed.effects(object, ...)
fixef(object, ...)

ARGUMENTS
object:  any fitted model object from which fixed effects estimates can be extracted.
some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

SEE ALSO
fixef.ImList J[fixef.Ime

EXAMPLE
## see the method function documentation

fixef Extract Fixed Effects fixef

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
ImList andime.

fixef(object, ...)
fixed.effects(object, ...)

ARGUMENTS
object:  any fitted model object from which fixed effects estimates can be extracted.

some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.
SEE ALSO
fixef.ImList J[fixef.Ime
EXAMPLE

## see the method function documentation
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fixef.ImList Extract ImList Fixed Effects fixef.ImList

The average of the coefficients corresponding tdrtheomponents obbject
is calculated.

fixef(object)
ARGUMENTS

object:  an object inheriting from cladsList , representing a list din objects with a
common model.

VALUE
a vector with the average of the individual coefficients inobject

SEE ALSO
ImList , ranef.ImList
EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
fixef(fm1)

fixef.Ime Extract Ime Fixed Effects fixef.Ime

The fixed effects estimates corresponding to the linear mixed-effects model rep-
resented bybject are returned.

fixef(object)
ARGUMENTS

object:  an object inheriting from clasine, representing a fitted linear mixed-effects
model.

VALUE
a vector with the fixed effects estimates correspondingpfect

SEE ALSO
coef.lme , ranef.lme

EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
fixef(fm1)
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formula.corStruct Extract corStruct Formula formula.corStruct

This method function extracts the formula associated witbr&truct ~ object,
in which the covariate and the grouping factor, if any is present, are defined.

formula(object)
ARGUMENTS

object:  an object inheriting from clasrStruct  representing a correlation structure.

VALUE

an object of clas¢ormula specifying the covariate and the grouping factor, if
any is present, associated withject

SEE ALSO
formula
EXAMPLE

csl <- corCAR1(form = ~ Time | Mare)
formula(csl)

formula.gls Extract gls Formula formula.gls

This method function extracts the linear model formula associatebiitht
formula(object)

ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

VALUE
a two-sided linear formula specifying the linear model used to olotgjatt
SEE ALSO
gls
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,

correlation = corAR1(form = ~ 1 | Mare))
formula(fm1)
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formula.gnls Extract gnls Object Formula formula.gnls

This method function extracts the nonlinear model formula associatedlith
ject

formula(object)

ARGUMENTS

object:  an object inheriting from clagmls , representing a generalized nonlinear least

squares fitted model.

VALUE
a two-sided formula specifying the nonlinear model used to olotgitt

SEE ALSO
gnls

EXAMPLE

fml <- gnls(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean,
weights = varPower())
formula(fm1)

formula.groupedData Extract groupedData Formula  formula.groupedData

This method function extracts the display formula associated witiouped-
Data object. This is a two-sided formula of the fomesp ~cov | group
with resp is the responsepv is the primary covariate, argloup is the group-
ing structure.

formula(object)
ARGUMENTS
object:  an object inheriting from claggoupedData .

VALUE

a two-sided formula with a conditioning expression, representing the display

formula forobject

SEE ALSO
groupedData

EXAMPLE
formula(Orthodont)
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formula.lmList Extract ImList Object Formula formula.lmList

This method function extracts the common linear model formula associated with
eachim component obbject

formula(object)
ARGUMENTS

object:  an object inheriting from cladsList , representing a list din objects with a
common model.

VALUE

a two-sided linear formula specifying the linear model used to obtairnthe
components obbject

SEE ALSO
ImList
EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
formula(fm1)

formula.lme Extract Ime Formula formula.lme

This method function extracts the fixed effects model formula associated with
object

formula(object)
ARGUMENTS

object:  an object inheriting from clasiene, representing a fitted linear mixed-effects
model.

VALUE

a two-sided linear formula specifying the fixed effects model used to obitain
ject

SEE ALSO
Ime

EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
formula(fm1)

67



formula.modelStruct Extract modelStructFormula formula.modelStruct

This method function extracts a formula from each of the componenb-of
ject , returning a list of formulas.

formula(object)
ARGUMENTS

object:  an object inheriting from classodelStruct , representing a list of model com-
ponents, such aorStruct  andvarFunc objects.

VALUE
a list with the formulas of each componentabiect

SEE ALSO
formula

EXAMPLE

Imsl <- ImeStruct(reStruct = reStruct(pdDiag(diag(2), ~ age)),
corStruct = corAR1(0.3))
formula(Ims1)

formula.nlme Extract nime Object Formula formula.nime

This method function extracts the nonlinear model formula associatedlyith
ject

formula(object)
ARGUMENTS

object:  an object inheriting from classime, representing a fitted nonlinear mixed-
effects model.

VALUE
a two-sided nonlinear formula specifying the model used to oltaéct
SEE ALSO
nime
EXAMPLE
fml <- nime(weight ~ SSlogis(Time, Asym, xmid, scal),
data = Soybean, fixed = Asym + xmid + scal ~ 1,
start = ¢(18, 52, 7.5))

formula(fm1)
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formula.nlsList Extract nisList Object Formula formula.nlsList

This method function extracts the common nonlinear model formula associated
with eachnls component obbject

formula(object)

ARGUMENTS

object:  an object inheriting from classsList , representing a list afls objects with
a common model.

VALUE

a two-sided nonlinear formula specifying the model used to obtainitheom-
ponents obbject

SEE ALSO
nisList

EXAMPLE

fml <- nisList(weight ~ SSlogis(Time, Asym, xmid, scal)|Plot,
data=Soybean)
formula(fm1)

formula.nls Extract Model Formula from nls Object formula.nls

Returns the model used to fibject
formula(object)
ARGUMENTS
object:  an object inheriting from classs , representing a non-linear least squares fit.

VALUE
a formula representing the model used to obtiect

SEE ALSO
nls , formula
EXAMPLE

fml <- nis(circumference ~ Al(1+exp((B-age)/C)), Orange,
start = list(A=160, B=700, C = 350))
formula(fml)
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formula.pdBlocked Extract pdBlocked Formula formula.pdBlocked

Theformula attributes of thepdMat elements obbject are extracted and re-
turned as a list, in cagsList=TRUE , or converted to a single one-sided formula
whenasList=FALSE . If the pdMat elements do not havefarmula attribute,
aNULLvalue is returned.

formula(object, asList)
ARGUMENTS

object:  an object inheriting from claspdBlocked , representing a positive definite
block diagonal matrix.

asList:  an optional logical value. ITRUE a list with the formulas for the individual
block diagonal elements ebject is returned; else, IFALSE, a one-sided for-
mula combining all individual formulas is returned. Default$#1.SE

VALUE
a list of one-sided formulas, or a single one-sided formulajuirL.
SEE ALSO
pdBlocked , pdMat
EXAMPLE
pdl <- pdBlocked(list( ~ age, ~ Sex - 1))
formula(pdl)

formula(pdl, asList = TRUE)

formula.pdMat Extract pdMat Formula formula.pdMat

This method function extracts the formula associated withiMat object, in
which the column and row names are specified.

formula(object)
ARGUMENTS
object:  an object inheriting from clagsiMat , representing a positive definite matrix.

VALUE
if object has aformula attribute, its value is returned, els®@JLLis returned.

NOTE
Because factors may be presentdmula(object) , thepdMat object needs
to have access to a data frame where the variables named in the formula can be
evaluated, before it can resolve its row and column names from the formula.

SEE ALSO
pdMat
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EXAMPLE

pdl <- pdSymm( ~ Sex*age)
formula(pdl)

formula.reStruct Extract reStruct Formula formula.reStruct

This method function extracts a formula from each of the componemntb-of
ject , returning a list of formulas.

formula(object)

ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

VALUE
a list with the formulas of each componentabiect
SEE ALSO
formula
EXAMPLE
rsl <- reStruct(list(A = pdDiag(diag(2), ~ age), B = ~ 1))

formula(rs1)

formula.varFunc Extract varFunc Formula formula.varFunc

This method function extracts the formula associated withrBunc object, in
which covariates and grouping factors are specified.

formula(object)

ARGUMENTS
object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.
VALUE
if object has aformula attribute, its value is returned; els®LLis returned.
EXAMPLE

formula(varPower(form = ~ fitted(.) | Sex))
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gapply

Apply a Function by Groups gapply

Applies the function to the distinct sets of rows of the data frame defined by
groups .

gapply(object, which, FUN, form, level, groups, ...)

ARGUMENTS

object:

an object to which the function will be applied - usuallgraupedData object
or adata.frame

which:  an optional character or positive integer vector specifying which columaeis-of
ject should be used witRUN Defaults to all columns inbject
FUN: function to apply to the distinct sets of rows of the data fraibject defined
by the values o§roups .
form: an optional one-sided formula that defines the groups. When this formula is
given the right-hand side is evaluateddbject , converted to a factor if nec-
essary, and the unique levels are used to define the groups. Defafdts to
mula(object)
level:  an optional positive integer giving the level of grouping to be used in an object
with multiple nested grouping levels. Defaults to the highest or innermost level
of grouping.
groups: an optional factor that will be used to split the rows into groups. Defaults to
getGroups(object, form, level)
optional additional arguments to the summary funcam Often it is helpful
to specifyna.rm = TRUE.
VALUE
Returns a data frame with as many rows as there are levels gidings argu-
ment.
SEE ALSO
gsummary
EXAMPLE

## Find number of non-missing "conc" observations for each Subject
gapply( Quinidine, FUN = function(x) sum(lis.na(x$conc)) )
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getCovariate Extract Covariate from an Object getCovariate

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
corStruct , corSpatial , data.frame , andvarFunc .

getCovariate(object, form, data)
ARGUMENTS
object:  any object with aovariate  component

form: an optional one-sided formula specifying the covariate(s) to be extracted. De-
faults toformula(object)

data: a data frame in which to evaluate the variables defingdrin .

VALUE
will depend on the method function used; see the appropriate documentation.

SEE ALSO
getCovariateFormula

EXAMPLE
## see the method function documentation

getCovariate.corStruct corStruct Covariate getCovariate.corStruct

This method function extracts the covariate(s) associatedohjéat
getCovariate(object, form, data)

ARGUMENTS
object:  an object inheriting from clasrStruct  representing a correlation structure.

form: this argument is included to make the method function compatible with the
generic. It will be assigned the value fafmula(object) and should not
be modified.

data: an optional data frame in which to evaluate the variables defintethin, in case
object is not initialized and the covariate needs to be evaluated.

VALUE
when the correlation structure does not include a grouping factor, the returned
value will be a vector or a matrix with the covariate(s) associated abigct
If a grouping factor is present, the returned value will be a list of vectors or
matrices with the covariate(s) corresponding to each grouping level.

SEE ALSO
getCovariate
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EXAMPLE

csl <- corAR1(form = ~ 1 | Subject)
getCovariate(csl, data = Orthodont)

getCovariate.data.frame Data Frame Covariate getCovariate.data.frame

The right hand side oform , stripped of any conditioning expression (i.e. an
expression following & operator), is evaluated wbject

getCovariate(object, form)
ARGUMENTS
object:  an object inheriting from clastata.frame

form: an optional formula specifying the covariate to be evaluatethjgrt . Defaults
to formula(object)

VALUE
the value of the right hand side fafrm , stripped of any conditional expression,
evaluated irobject

SEE ALSO
getCovariateFormula

EXAMPLE
getCovariate(Orthodont)

getCovariate.varFunc Extract varFunc Covariate getCovariate.varFunc

This method function extracts the covariate(s) associated with the variance func-
tion represented bgbject , if any is present.

getCovariate(object)
ARGUMENTS

object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.

VALUE
if object hasacovariate  attribute, its value is returned; elS&JLLis returned.

SEE ALSO
covariate<-.varFunc
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EXAMPLE

vfl <- varPower(1.1, form = ~ age)
covariate(vfl) <- Orthodont[["age"]]
getCovariate(vfl)
getCovariateFormula Extract Covariates Formula getCovariateFormula
The right hand side oformula(object) , without any conditioning expres-

sions (i.e. any expressions after aperator) is returned as a one-sided formula.
getCovariateFormula(object)

ARGUMENTS

object:  any object from which a formula can be extracted.

VALUE
a one-sided formula describing the covariates associatedanithla(object)

SEE ALSO
getCovariate
EXAMPLE
getCovariateFormula(y ~ X | 09
getCovariateFormula(y ~ X)
getData Extract Data from an Object getData

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
gls , Ime, andimList

getData(object)
ARGUMENTS

object:  an object from which a data.frame can be extracted, generally a fitted model
object.

VALUE
will depend on the method function used; see the appropriate documentation.

EXAMPLE

## see the method function documentation
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getData.gls Extract gls Object Data getData.gls

If present in the calling sequence used to prochlgject |, the data frame used
to fit the model is obtained.

getData(object)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

VALUE
if adata argumentis present in the calling sequence that prodeiged , the
corresponding data frame (witta.action  andsubset applied to it, if also
present in the call that producetject ) is returned; elseNULL s returned.
SEE ALSO
gls
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), data = Ovary,
correlation = corAR1(form = ~ 1 | Mare))
getData(fm1)
getData.ImList Extract ImList Object Data getData.ImList
If present in the calling sequence used to procalgect , the data frame used
to fit the model is obtained.
getData(object)
ARGUMENTS

object:  an object inheriting from cladsiList , representing a list din objects with a
common model.

VALUE
if adata argumentis present in the calling sequence that prodeiged , the

corresponding data frame (witta.action  andsubset applied to it, if also
present in the call that producetject ) is returned; elsejULL s returned.

SEE ALSO
ImList

EXAMPLE
fml <- ImList(distance ~ age | Subject, Orthodont)
getData(fm1)
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getData.lme Extract Ime Object Data getData.lme

If present in the calling sequence used to prochalgect , the data frame used
to fit the model is obtained.

getData(object)
ARGUMENTS
object:  an object inheriting from classne, representing a linear mixed-effects fitted
model.
VALUE
if adata argumentis present in the calling sequence that prodeiged , the
corresponding data frame (witta.action  andsubset applied to it, if also
present in the call that producetlject ) is returned; elseNULL s returned.
SEE ALSO
Ime
EXAMPLE
fml <- Ime(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), data = Ovary,
random = ~ sin(2*pi*Time))
getData(fm1)
getGroups Extract Grouping Factors from an Object getGroups
This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
corStruct , data.frame ,gls ,Ime, ImList , andvarFunc .
getGroups(object, form, level, data)
ARGUMENTS
object:  any object
form: an optional formula with a conditioning expression on its right hand side (i.e. an
expression involving the operator). Defaults térmula(object)
level:  a positive integer vector with the level(s) of grouping to be used when multi-
ple nested levels of grouping are present. This argument is optional for most
methods of this generic function and defaults to all levels of nesting.
data: a data frame in which to interpret the variables nhametbim . Optional for

most methods.
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VALUE
will depend on the method function used; see the appropriate documentation.

SEE ALSO
getGroupsFormula

EXAMPLE

## see the method function documentation

getGroups.corStruct Extract corStruct Groups getGroups.corStruct

This method function extracts the grouping factor associated obigtct | if
any is present.

getGroups(object, form, data, level)
ARGUMENTS
object:  an object inheriting from clasrStruct  representing a correlation structure.

form:  this argument is included to make the method function compatible with the
generic. It will be assigned the value fafmula(object) and should not
be modified.

data: an optional data frame in which to evaluate the variables definieehin, in case
object is not initialized and the grouping factor needs to be evaluated.

level:  this argument is included to make the method function compatible with the
generic and is not used.

VALUE
if a grouping factor is present in the correlation structure representeloidy
the function returns the corresponding factor vector; else the function returns
NULL

SEE ALSO
getGroups
EXAMPLE

csl <- corAR1(form
getGroups(csl, data

~ 1 | Subject)
Orthodont)
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getGroups.data.frame Groups from Data Frame getGroups.data.frame

Each variable named in the expression aftel toperator on the right hand side

of form is evaluated imbject . If more than one variable is indicatedlavel

they are combined into a data frame; else the selected variable is returned as a
vector. When multiple grouping levels are definedoinn andlevel > 1 , the

levels of the returned factor are obtained by pasting together the levels of the
grouping factors of level greater or equaldgel , to ensure their uniqueness.

getGroups(object, form, level)

ARGUMENTS
object:  an object inheriting from clastata.frame
form:  an optional formula with a conditioning expression on its right hand side (i.e. an
expression involving thg operator). Defaults téormula(object)
level:  a positive integer vector with the level(s) of grouping to be used when multiple
nested levels of grouping are present. Defaults to all levels of nesting.
VALUE
either a data frame with columns given by the grouping factors indicated in
level , from outer to inner, or, when a single level is requested, a factor rep-
resenting the selected grouping factor.
SEE ALSO
getGroupsFormula
EXAMPLE

getGroups(Pixel)
getGroups(Pixel, level = 2)
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getGroups.gls Extract gls Object Groups getGroups.gls

If present, the grouping factor associated to the correlation structure for the linear
model represented pject is extracted.

getGroups(object)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

VALUE
if the linear model represented lpject incorporates a correlation structure
and the correspondingprStruct  object has a grouping factor, a vector with
the group values is returned; els&JLL s returned.

SEE ALSO
gls , corClasses
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
getGroups(fm1)
getGroups.ImList Extract ImList Object Groups getGroups.ImList

The grouping factor determining the partitioning of the observations used to pro-
duce thdm components obbject is extracted.

getGroups(object)
ARGUMENTS

object:  an object inheriting from cladsiList , representing a list din objects with a
common model.

VALUE

a vector with the grouping factor corresponding to tihecomponents obb-
ject

SEE ALSO
ImList

EXAMPLE
fml <- ImList(distance ~ age | Subject, Orthodont)
getGroups(fm1)
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getGroups.lme Extract Ime Object Groups getGroups.Ime

The grouping factors corresponding to the linear mixed-effects model repre-
sented bybject are extracted. If more than one level is indicateiel |, the
corresponding grouping factors are combined into a data frame; else the selected
grouping factor is returned as a vector.

getGroups(object, form, level)
ARGUMENTS

object:  an object inheriting from clasiene, representing a fitted linear mixed-effects
model.

form: this argument is included to make the method function compatible with the
generic and is ignored in this method.

level:  an optional integer vector giving the level(s) of grouping to be extracted from
object . Defaults to the highest or innermost level of grouping.

VALUE
either a data frame with columns given by the grouping factors indicated in
level , or, when a single level is requested, a factor representing the selected
grouping factor.

SEE ALSO
Ime

EXAMPLE
fml <- Ime(pixel ~ day + day'2, Pixel,
random = list(Dog = ~ day, Side = ~ 1))
getGroups(fml, level = 1:2)

getGroups.varFunc Extract varFunc Groups getGroups.varFunc

This method function extracts the grouping factor associated with the variance
function represented ybject , if any is present.

getGroups(object)
ARGUMENTS

object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.

VALUE
if object has agroups attribute, its value is returned; els&JLL s returned.
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EXAMPLE

vfl <- varPower(form = ~ age | Sex)
vfl <- initialize(vfl, Orthodont)
getGroups(vfl)
getGroupsFormula Extract Grouping Formula getGroupsFormula
The conditioning expression associated vidiimula(object) (i.e. an expres-

sion after g operator) is returned either as a named list of one-sided formulas,
or a single one-sided formula, depending on the valugsbt . The compo-
nents of the returned list are ordered from outermost to innermost level and are
named after the grouping factor expression.

getGroupsFormula(object, asList)

ARGUMENTS

object:  any object from which a formula can be extracted.

asList:  an optional logical value. IfRUEthe returned value with be a list of formulas;
else, ifFALSEthe returned value will be a one-sided formula. Defaul®AbSE

VALUE

a one-sided formula, or a list of one-sided formulas, with the grouping structure
associated witfiormula(object) . If no conditioning expression is present in
formula(object) aNULLvalue is returned.

SEE ALSO
getGroups

EXAMPLE

getGroupsFormula(y ~ X | gl/g2)
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getGroupsFormula.gls gls Grouping Formula getGroupsFormula.gls

If present, the grouping formula associated with the correlation structon®iuct )
of object is returned either as a named list with a single one-sided formula, or
a single one-sided formula, depending on the valuasbist . If object does

not include a correlation structure, or if the correlation structure does not include
groupsNULL s returned.

getGroupsFormula(object, asList)

ARGUMENTS

object:

an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

asList: ~ an optional logical value. I[FTRUEthe returned value with be a list of formulas;

else, ifFALSEthe returned value will be a one-sided formula. DefaullBAbDSE.
VALUE

if a correlation structure with groups is includedadhject , a one-sided for-
mula, or a list with a single one-sided formula, with the corresponding grouping
structure, els&lULL

SEE ALSO
corClasses , getGroups.gls

EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,

correlation = corAR1(form = ~ 1 | Mare))

getGroupsFormula(fm1)
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getGroupsFormula.ImList  ImList Grouping Formula getGroupsFormula.ImList

A formula representing the grouping factor determining the partitioning of the
observations used to produce the components obbject is obtained and
returned as a list with a single component, or as a one-sided formula.

getGroupsFormula(object, asList)

ARGUMENTS

object:  an object inheriting from cladsList , representing a list din objects with a
common model.

asList: ~ an optional logical value. [FTRUEthe returned value with be a list of formulas;
else, ifFALSEthe returned value will be a one-sided formula. Defaul®8AbSE

VALUE

a one-sided formula, or a list with a single one-sided formula, representing the
grouping factor corresponding to the components obbject

SEE ALSO
ImList , getGroups.ImList

EXAMPLE
fml <- ImList(distance ~ age | Subject, Orthodont)
getGroupsFormula(fm1)

getGroupsFormula.lme Ime Grouping Formula getGroupsFormula.lme
The grouping formula associated with the random effects struote®ect )
of object is returned either as a named list of one-sided formulas, or a single
one-sided formula, depending on the valuesfist . The components of the
returned list are ordered from outermost to innermost level and are named after
the grouping factor expression.
getGroupsFormula(object, asList)

ARGUMENTS

object:  an object inheriting from clasiene, representing a fitted linear mixed-effects
model.

asList:  an optional logical value. TRUEthe returned value with be a list of formulas;
else, ifFALSEthe returned value will be a one-sided formula. Defaul®&AbSE

VALUE

a one-sided formula, or a list of one-sided formulas, with the grouping structure
associated with the random effects structuretjpéct

SEE ALSO

reStruct , getGroups.Ime
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EXAMPLE

fml <- Ime(distance ~ age + Sex, data = Orthodont, random = ~ 1)
getGroupsFormula(fm1)

getGroupsFormula.reStruct reStruct Grouping FormulgetGroupsFormula.reStruct

The names of thebject components are used to construct a one-sided formula,
or a named list of formulas, depending on the valuasbfst . The components
of the returned list are ordered from outermost to innermost level.

getGroupsFormula(object, asList)

ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

asList: ~ an optional logical value. [FRUEthe returned value with be a list of formulas;
else, ifFALSEthe returned value will be a one-sided formula. Defaul®sAbSE

VALUE

a one-sided formula, or a list of one-sided formulas, with the grouping structure
associated witlobject

SEE ALSO
reStruct , getGroups

EXAMPLE

rsl <- reStruct(list(tA = pdDiag(diag(2), ~ age), B = ~ 1))
getGroupsFormula(rsl)
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getResponse Extract Response Variable from an Object getRespons

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
data.frame ,gls , Ime, andimList

getResponse(object, form, data)
ARGUMENTS
object:  any object
form: an optional two-sided formula. Defaultsftomula(object)

data: a data frame in which to interpret the variables nametbim . Optional for
most methods.

VALUE
will depend on the method function used; see the appropriate documentation.

SEE ALSO
getResponseFormula

EXAMPLE

## see the method function documentation

getResponse.data.frame  Response from Data Frame getResponse.data.frame

The left hand side ofbrm is evaluated irbject
getResponse(object, form)

ARGUMENTS

object:  an object inheriting from clastata.frame

form:  an optional formula specifying the response to be evaluatebiést . Defaults
to formula(object)

VALUE
the value of the left hand side ifrm evaluated irobject

SEE ALSO
getResponseFormula

EXAMPLE
getResponse(Orthodont)
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getResponse.gls Extract gls Object Response getResponse.g|

This method function extracts the response variable used in fitting the linear
model corresponding tabject

getResponse(object)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

VALUE
a vector with the response variable corresponding to the linear model represented
by object

SEE ALSO
gls

EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,

correlation = corAR1(form = ~ 1 | Mare))

getResponse(fm1)

getResponse.ImList Extract ImList Object Response getResponse.lmList

The response vectors from each of tinecomponents obbject are extracted
and combined into a single vector.

getResponse(object)
ARGUMENTS

object:  an object inheriting from cladsList , representing a list din objects with a
common model.

VALUE

a vector with the response vectors corresponding tantheomponents obb-
ject

SEE ALSO
ImList

EXAMPLE
fml <- ImList(distance ~ age | Subject, Orthodont)
getResponse(fm1)
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getResponse.lme Extract Ime Object Response getResponse.lm

This method function extracts the response variable used in fitting the linear
mixed-effects model correspondingdbject

getResponse(object)

ARGUMENTS

object:  an object inheriting from clasine, representing a fitted linear mixed-effects
model.

VALUE

a vector with the response variable corresponding to the linear mixed-effects
model represented pbject

SEE ALSO
Ime

EXAMPLE
fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
getResponse(fm1)

getResponseFormula Response Formula getResponseFormula
The left hand side ofbrmula(object) is returned as a one-sided formula.

getResponseFormula(object)
ARGUMENTS
object:  any object from which a formula can be extracted.

VALUE
a one-sided formula with the response variable associatedanithla(object)

SEE ALSO
getResponse

EXAMPLE
getResponseFormula(y ~ X | 9)
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gls

Fit Linear Model Using Generalized Least Squares gls

This function fits a linear model using generalized least squares. The errors are
allowed to be correlated and/or have unequal variances.

gls(model, data, correlation, weights, subset, method, na.action,
control, verbose)

ARGUMENTS

model:

data:

a two-sided linear formula object describing the model, with the response on the
left of a ~ operator and the terms, separatedrtyperators, on the right.

an optional data frame containing the variables nameabufel , correlation
weights , andsubset . By default the variables are taken from the environment
from whichgls is called.

correlation: an optionalcorStruct  object describing the within-group correlation

weights:

subset:

method:

na.action:

control:

verbose:

structure. See the documentationcofClasses for a description of the avail-
ablecorStruct  classes. If a grouping variable is to be used, it must be specified
in theform argument to the theorStruct  constructor. Defaults tNULL, cor-
responding to uncorrelated errors.

an optionalarFunc object or one-sided formula describing the within-group
heteroscedasticity structure. If given as a formula, it is used as the argument
to varFixed , corresponding to fixed variance weights. See the documentation
onvarClasses for a description of the availablerFunc classes. Defaults to
NULL, corresponding to homocesdatic errors.

an optional expression saying which subset of the rowsaef should be used

in the fit. This can be a logical vector, or a numeric vector indicating which
observation numbers are to be included, or a character vector of the row names
to be included. All observations are included by default.

a character string. fREML" the model is fit by maximizing the restricted log-
likelihood. If"ML" the log-likelihood is maximized. Defaults tREML".

a function that indicates what should happen when the data comsiT he
default action fa.fail ) causegls to print an error message and terminate if
there are any incomplete observations.

a list of control values for the estimation algorithm to replace the default values
returned by the functioglsControl . Defaults to an empty list.

an optional logical value. FRUEinformation on the evolution of the iterative
algorithm is printed. Default iIEALSE
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VALUE
an object of clasgls representing the linear model fit. Generic functions such
asprint , plot andsummary have methods to show the results of the fit. See
glsObject  for the components of the fit. The functiornssid , coef , and
fited can be used to extract some of its components.

REFERENCES
The different correlation structures available for theelation argument are
described in Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994), Littel, R.C.,
Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997), and Venables, W.N.
and Ripley, B.D. (1997). The use of variance functions for linear and nonlinear
models is presented in detail in Carrol, R.J. and Rupert, D. (1988) and Davidian,
M. and Giltinan, D.M. (1995).
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.
Carrol, R.J. and Rupert, D. (1988) "Transformation and Weighting in Regres-
sion”, Chapman and Hall.
Davidian, M. and Giltinan, D.M. (1995) "Nonlinear Mixed Effects Models for
Repeated Measurement Data”, Chapman and Hall.
Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997) "SAS
Systems for Mixed Models”, SAS Institute.
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

SEE ALSO
glsControl , glsObject , corClasses , varClasses , corClasses |, var-
Classes
EXAMPLE
# AR(1) errors within each Mare
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
# variance increases with a power of the absolute fitted values
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,

weights = varPower())

90



glsControl Control Values for gls Fit glsControl

The values supplied in the function call replace the defaults and a list with all
possible arguments is returned. The returned list is used asthel argu-
ment to thegls function.

glsControl(maxiter, msMaxlter, tolerance, msTol, msScale,
msVerbose, singular.ok, grTol, returnObject,
apVar, .relStep)

ARGUMENTS

maxlter:  maximum number of iterations for thgs optimization algorithm. Default is
50.

msMaxiter:  maximum number of iterations for thes optimization step inside thgis
optimization. Default is 50.

tolerance: tolerance for the convergence criterion in gfe algorithm. Default is 1e-6.

msTol: tolerance for the convergence criterionn, passed as theel.tolerance
argument to the function (see documentatiommah Default is 1e-7.

msScale: scale function passed as ttiale argument to thensfunction (see documen-
tation on that function). Default isneScale .

msVerbose: a logical value passed as tliece argument tans (see documentation on
that function). Default i$ALSE.

singular.ok: a logical value indicating whether non-estimable coefficients (resulting
from linear dependencies among the columns of the regression matrix) should
be allowed. Default iFALSE

grTol:  a tolerance for detecting linear dependencies among the columns of the regres-
sion matrix in its QR decomposition. Default.igachine$single.eps

returnObject: a logical value indicating whether the fitted object should be returned
when the maximum number of iterations is reached without convergence of the
algorithm. Default iSFALSE

apvar: a logical value indicating whether the approximate covariance matrix of the
variance-covariance parameters should be calculated. Defa®tis

.relStep: relative step for numerical derivatives calculations. Default is
Machine$double.eps /3,

VALUE
a list with components for each of the possible arguments.

SEE ALSO
gls , ms, ImeScale
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EXAMPLE

# decrease the maximum number iterations in the ms call and
# request that information on the evolution of the ms iterations
# be printed

glsControl(msMaxlter = 20, msVerbose = TRUE)

glsObject Fitted gls Object glsObject

VALUE

An object returned by thgls function, inheriting from clasgls and repre-
senting a generalized least squares fitted linear model. Objects of this class
have methods for the generic functicar®va , coef | fitted , formula , get-

Groups , getResponse , intervals ,logLik ,plot ,predict ,print ,resid-

uals , summary, andupdate .

The following components must be included in a legitimgite object.

COMPONENTS

apvar:

an approximate covariance matrix for the variance-covariance coefficients. If
apVar = FALSE in the list of control values used in the call ¢t , this com-
ponent is equal tolULL

call:  alist containing an image of thgs call that produced the object.
coefficients: a vector with the estimated linear model coefficients.
contrasts: a list with the contrasts used to represent factors in the model formula. This
information is important for making predictions from a new data frame in which
not all levels of the original factors are observed. If no factors are used in the
model, this component will be an empty list.
dims: a list with basic dimensions used in the model fit, including the compoments
the number of observations in the data andthe number of coefficients in the
linear model.
fitted: a vector with the fitted values..
glsStruct: an object inheriting from clasglsStruct , representing a list of linear
model components, such esStruct  andvarFunc objects.
groups:  a vector with the correlation structure grouping factor, if any is present.
logLik: the log-likelihood at convergence.
method: the estimation method: eithékL" for maximum likelihood, or'REML" for
restricted maximum likelihood.
numiter:  the number of iterations used in the iterative algorithm.
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residuals: a vector with the residuals.
sigma: the estimated residual standard error.
varBeta:  an approximate covariance matrix of the coefficients estimates.

SEE ALSO
gls , glsStruct

glsStruct Generalized Least Squares Structure glsStruct

A generalized least squares structure is a list of model components represent-
ing different sets of parameters in the linear modelgl#Struct  may con-
taincorStruct  andvarFunc objects.NULL arguments are not included in the
glsStruct  list.

glsStruct(corStruct, varStruct)

ARGUMENTS
corStruct: an optionakorStruct  object, representing a correlation structure. Default
is NULL
varStruct: an optionalarFunc object, representing a variance function structure. De-
fault isNULL
VALUE

a list of model variance-covariance components determining the parameters to
be estimated for the associated linear model.

SEE ALSO
gls , corClasses |, varClasses

EXAMPLE
glsl <- glsStruct(corAR1L(), varPower())
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gnls

Fit Nonlinear Model Using Generalized Least Squares gnls

This function fits a nonlinear model using generalized least squares. The errors
are allowed to be correlated and/or have unequal variances.

gnis(model, data, params, start, correlation, weights, subset,
na.action, naPattern, control, verbose)

ARGUMENTS

model:

data:

params:

start:

a two-sided formula object describing the model, with the response on the left
of a~ operator and a nonlinear expression involving parameters and covariates
on the right. Ifdata is given, all names used in the formula should be defined
as parameters or variables in the data frame.

an optional data frame containing the variables namedbitel , correlation
weights , subset , andnaPattern . By default the variables are taken from the
environment from whiclynls is called.

an optional two-sided linear formula of the fo+...+pn  ~x1+...4xm , or

list of two-sided formulas of the form1~x1+...+xm , with possibly different
models for each parameter. Thg,...,pn represent parameters included on
the right hand side afodel andx1+..+xm define a linear model for the pa-
rameters (when the left hand side of the formula contains several parameters,
they are all assumed to follow the same linear model described by the right hand
side expression). A on the right hand side of the formula(s) indicates a single
fixed effects for the corresponding parameter(s). By default, the parameters are
obtained from the names sfart

an optional named list, or numeric vector, with the initial values for the param-
eters inmodel . It can be omitted when selfStarting function is used in
model , in which case the starting estimates will be obtained from a single call
to thenls function.

correlation: an optionalcorStruct  object describing the within-group correlation

weights:

subset:

structure. See the documentatiorcofClasses  for a description of the avail-
ablecorStruct  classes. If a grouping variable is to be used, it must be specified
in theform argument to the theorStruct  constructor. Defaults tNULL, cor-
responding to uncorrelated errors.

an optionalarFunc object or one-sided formula describing the within-group
heteroscedasticity structure. If given as a formula, it is used as the argument
to varFixed , corresponding to fixed variance weights. See the documentation
onvarClasses for a description of the availablerFunc classes. Defaults to
NULL, corresponding to homocesdatic errors.

an optional expression saying which subset of the rowsatf should be used
in the fit. This can be a logical vector, or a numeric vector indicating which
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observation numbers are to be included, or a character vector of the row names
to be included. All observations are included by default.

na.action: a function that indicates what should happen when the data comaim he
default actionifa.fail ) causegnls to print an error message and terminate if
there are any incomplete observations.

naPattern: an expression or formula object, specifying which returned values are to be
regarded as missing.

control: a list of control values for the estimation algorithm to replace the default values
returned by the functiognisControl . Defaults to an empty list.

verbose:  an optional logical value. IfRUEinformation on the evolution of the iterative
algorithm is printed. Default iEALSE

VALUE
an object of clasgnls , also inheriting from clasgls , representing the non-
linear model fit. Generic functions such pgnt , plot andsummary have
methods to show the results of the fit. $@#sObject for the components of
the fit. The functionsesid , coef , andfitted  can be used to extract some of
its components.

REFERENCES
The different correlation structures available for theelation argument are
described in Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994), Littel, R.C.,
Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997), and Venables, W.N.
and Ripley, B.D. (1997). The use of variance functions for linear and nonlinear
models is presented in detail in Carrol, R.J. and Rupert, D. (1988) and Davidian,
M. and Giltinan, D.M. (1995).
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.
Carrol, R.J. and Rupert, D. (1988) "Transformation and Weighting in Regres-
sion”, Chapman and Hall.
Davidian, M. and Giltinan, D.M. (1995) "Nonlinear Mixed Effects Models for
Repeated Measurement Data”, Chapman and Hall.
Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997) "SAS
Systems for Mixed Models”, SAS Institute.
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

SEE ALSO
gnisControl  , gnisObject ,corClasses ,varClasses ,corClasses ,var-
Classes
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EXAMPLE

# variance increases with a power of the absolute fitted values

fml <- gnls(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean,
weights = varPower())

# errors follow an auto-regressive process of order 1

fm2 <- gnls(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean,
correlation = corAR1())

gnlisControl Control Values for gnls Fit gnisControl

The values supplied in the function call replace the defaults and a list with all
possible arguments is returned. The returned list is used astlrel argu-
ment to thegnls  function.

gnisControl(maxliter,nlsMaxlter,msMaxlter,minScale,tolerance,
nisTol,msTol,msScale,returnObject,msVerbose,
apVar,.relStep)

ARGUMENTS

maxlter:  maximum number of iterations for thgnls optimization algorithm. Default
is 50.

nisMaxlter: maximum number of iterations for th@s optimization step inside the

gnls optimization. Defaultis 7.

msMaxiter:  maximum number of iterations for thes optimization step inside thgnls
optimization. Default is 50.

minScale:  minimum factor by which to shrink the default step size in an attempt to
decrease the sum of squares initiee step. Default 0.001.

tolerance: tolerance for the convergence criterion in thds algorithm. Default is
le-6.

nisTol:  tolerance for the convergence criteriomia step. Default is 1e-3.

msTol: tolerance for the convergence criterionns, passed as thel.tolerance
argument to the function (see documentatiomsh Default is 1e-7.

msScale: scale function passed as thmle argument to thensfunction (see documen-
tation on that function). Default imeScale .

returnObject: a logical value indicating whether the fitted object should be returned
when the maximum number of iterations is reached without convergence of the
algorithm. Default iSALSE

msVerbose: a logical value passed as tliece argument tans (see documentation on
that function). Default i$ALSE.
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apVvar: a logical value indicating whether the approximate covariance matrix of the
variance-covariance parameters should be calculated. Defa®uis

.relStep: relative step for numerical derivatives calculations. Default is

Machine$double.eps /3.
VALUE

a list with components for each of the possible arguments.

SEE ALSO
gnls , ms, ImeScale

EXAMPLE
# decrease the maximum number iterations in the ms call and
# request that information on the evolution of the ms iterations
# be printed
gnisControl(msMaxlter = 20, msVerbose = TRUE)

gnlsObject Fitted gnls Object gnlsObject
An object returned by thgnls function, inheriting from clasgnls and also
from classgls , and representing a generalized nonlinear least squares fitted
model. Objects of this class have methods for the generic functiong ,
coef , fitted , formula , getGroups , getResponse , intervals , logLik
plot , predict ,print ,residuals , summary, andupdate .

VALUE
The following components must be included in a legitimgtis  object.

COMPONENTS

apvar: an approximate covariance matrix for the variance-covariance coefficients. If
apVar = FALSE in the list of control values used in the calldols , this com-
ponent is equal tolULL

cal:  alist containing an image of thgnls call that produced the object.
coefficients: a vector with the estimated nonlinear model coefficients.
contrasts: a list with the contrasts used to represent factors in the model formula. This

information is important for making predictions from a new data frame in which
not all levels of the original factors are observed. If no factors are used in the
model, this component will be an empty list.

dims: a list with basic dimensions used in the model fit, including the compoméents
the number of observations used in the fit andthe number of coefficients in
the nonlinear model.

fitted: a vector with the fitted values.
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modelStruct: an object inheriting from claggisStruct  , representing a list of model
components, such asrStruct  andvarFunc objects.

groups:  a vector with the correlation structure grouping factor, if any is present.
logLik:  the log-likelihood at convergence.
numiter:  the number of iterations used in the iterative algorithm.
residuals: a vector with the residuals.
sigma: the estimated residual standard error.
varBeta:  an approximate covariance matrix of the coefficients estimates.

SEE ALSO
gnls , gnisStruct

gnlsStruct Generalized Nonlinear Least Squares Structure gnisStruct

A generalized nonlinear least squares structure is a list of model components rep-
resenting different sets of parameters in the nonlinear modejnigStruct

may containcorStruct  andvarFunc objects. NULL arguments are not in-
cluded in thegnisStruct  list.

gnisStruct(corStruct, varStruct)

ARGUMENTS
corStruct: an optionakorStruct  object, representing a correlation structure. Default
is NULL
varStruct: an optionalarFunc object, representing a variance function structure. De-
fault isNULL
VALUE

a list of model variance-covariance components determining the parameters to
be estimated for the associated nonlinear model.

SEE ALSO
gnls , corClasses , varClasses

EXAMPLE
gnilsl <- gnlisStruct(corAR1(), varPower())
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groupedData Construct a groupedData Object groupedData

An object of thegroupedData class is constructed from tfi@mula anddata

by attaching théormula as an attribute of the data, along with anyoofer |,

inner , labels , andunits that are given. Iforder.groups is TRUEthe
grouping factor is converted to an ordered factor with the ordering determined
by FUN Depending on the number of grouping levels and the type of primary
covariate, the returned object will be of one of three class#sGrouped-

Data - numeric covariate, single level of nestingffGroupedData - factor
covariate, single level of nesting; anchGroupedData - multiple levels of nest-

ing. Several modelling and plotting functions can use the formula stored with a
groupedData object to construct default plots and models.

groupedData(formula, data, order.groups, FUN, outer, inner,
labels, units)

ARGUMENTS

formula:

data:

a formula of the formesp ~cov | group whereresp is the responseov
is the primary covariate, angtoup is the grouping factor. The expressian
can be used for the primary covariate when there is no other suitable candidate.
Multiple nested grouping factors can be listed separated by ganbol as in
factlffact2 . In an expression like this thact2 factor is nested within the
factl factor.

a data frame in which the expressionsdmula can be evaluated. The result-
ing groupedData  object will consist of the same data values in the same order
but with additional attributes.

order.groups: an optional logical value, or list of logical values, indicating if the group-

FUN:

outer:

ing factors should be converted to ordered factors according to the furiion
applied to the response from each group. If multiple levels of grouping are
present, this argument can be either a single logical value (which will be repeated
for all grouping levels) or a list of logical values. If no hames are assigned to the
list elements, they are assumed in the same order as the group levels (outermost
to innermost grouping). Ordering within a level of grouping is done within the
levels of the grouping factors which are outer to it. Changing the grouping factor
to an ordered factor does not affect the ordering of the rows in the data frame but
it does affect the order of the panels in a trellis display of the data or models
fitted to the data. Defaults tlRUE

an optional summary function that will be applied to the values of the response
for each level of the grouping factor, wherder.groups = TRUE , to deter-
mine the ordering. Defaults to teax function.

an optional one-sided formula, or list of one-sided formulas, indicating covari-
ates that are outer to the grouping factor(s). If multiple levels of grouping are
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inner:

labels:

units:

VALUE

present, this argument can be either a single one-sided formula, or a list of one-
sided formulas. If no names are assigned to the list elements, they are assumed in
the same order as the group levels (outermost to innermost grouping). An outer
covariate is invariant within the sets of rows defined by the grouping factor. Or-
dering of the groups is done in such a way as to preserve adjacency of groups
with the same value of the outer variables. When plotting a groupedData object,
the argumenbuter = TRUE causes the panels to be determined byotiter

formula. The points within the panels are associated by level of the grouping
factor. Defaults toNULL, meaning that no outer covariates are present.

an optional one-sided formula, or list of one-sided formulas, indicating covari-
ates that are inner to the grouping factor(s). If multiple levels of grouping are
present, this argument can be either a single one-sided formula, or a list of one-
sided formulas. If no names are assigned to the list elements, they are assumed in
the same order as the group levels (outermost to innermost grouping). An inner
covariate can change within the sets of rows defined by the grouping factor. An
inner formula can be used to associate points in a plot of a groupedData object.
Defaults toNULL, meaning that no inner covariates are present.

an optional list of character strings giving labels for the response and the pri-
mary covariate. The label for the primary covariate is nameahd that for the
response is named Either label can be omitted.

an optional list of character strings giving the units for the response and the
primary covariate. The units string for the primary covariate is haxaad that
for the response is namgd Either units string can be omitted.

an object inheriting from one of the class&@sGroupedData , nffGrouped-
Data , or nmGroupedData , and also inheriting from classgeoupedData and
data.frame

REFERENCES

Bates, D.M. and Pinheiro, J.C. (1997), "Software Design for Longitudinal Data”,
in "Modelling Longitudinal and Spatially Correlated Data: Methods, Applica-
tions and Future Directions”, T.G. Gregoire (ed.), Springer-Verlag, New York.
Pinheiro, J.C. and Bates, D.M. (1997) "Future Directions in Mixed-Effects Soft-
ware: Design of NLME 3.0” available at http://nlme.stat.wisc.edu.

SEE ALSO

formula , gapply , gsummary, Ime

EXAMPLE

Orth.new <- # create a new copy of the groupedData object
groupedData(distance ~ age | Subject,
data = as.data.frame(Orthodont),
FUN = mean, outer = ~ Sex,
labels = list( x = "Age",
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y="Distance from pituitary to pterygomaxillary fissure"),
units = list(x = "(yn", y = "(mm)"))

plot( Orth.new ) # trellis plot by Subject
formula( Orth.new ) # extractor for the formula
gsummary( Orth.new ) # apply summary by Subject

fml <- Ime( Orth.new ) # fixed and groups formulae extracted
# from object

gsummary Summarize by Groups gsummary

Provide a summary of the variables in a data frame by groups of rows. This is
most useful with groupedData object to examine the variables by group.

gsummary(object, FUN, omitGroupingFactor, form, level,
groups, invariantsOnly, ...)

ARGUMENTS

object:

FUN:

an object to be summarized - usuallyraupedData object or adata.frame

an optional summary function or a list of summary functions to be applied to
each variable in the frame. The function or functions are applied only to variables
in object that vary within the groups defined lyyoups . Invariant variables

are always summarized by group using the unique value that they assume within
that group. IfFUNis a single function it will be applied to each non-invariant
variable by group to produce the summary for that variableFURNis a list

of functions, the names in the list should designate classes of variables in the
frame such asrdered |, factor , or numeric . The indicated function will be
applied to any non-invariant variables of that class. The default functions to be
used aremean for numeric factors, antode for both factor andordered .

The Mode function, defined internally igsummary, returns the modal or most
popular value of the variable. It is different from th@de function that returns

the S-language mode of the variable.

omitGroupingFactor: an optional logical value. WherRUEthe grouping factor itself

form:

level:

will be omitted from the group-wise summary but the levels of the grouping fac-
tor will continue to be used as the row names for the data frame that is produced
by the summary. Defaults ALSE

an optional one-sided formula that defines the groups. When this formula is
given the right-hand side is evaluatedabject , converted to a factor if nec-
essary, and the unique levels are used to define the groups. Defafdts to
mula(object)

an optional positive integer giving the level of grouping to be used in an object
with multiple nested grouping levels. Defaults to the highest or innermost level
of grouping.
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groups: an optional factor that will be used to split the rows into groups. Defaults to
getGroups(object, form, level)

invariantsOnly: an optional logical value. WherRUEonly those covariates that are
invariant within each group will be summarized. The summary value for the
group is always the unique value taken on by that covariate within the group.
The columns in the summary are of the same class as the corresponding columns
in object . By definition, the grouping factor itself must be an invariant. When
combined withomitGroupingFactor = TRUE , this option can be used to dis-
cover is there are invariant covariates in the data frame. DefautsLBE
optional additional arguments to the summary functions that are invoked on the
variables by group. Often it is helpful to specifg.rm = TRUE.

VALUE

A data.frame  with one row for each level of the grouping factor. The number
of columns is at most the number of columnshbject

SEE ALSO
summary, groupedData , getGroups

EXAMPLE
gsummary( Orthodont ) # default summary by Subject
## gsummary with invariantsOnly = TRUE and
## omitGroupingFactor = TRUE determines whether there
## are covariates like Sex that are invariant
## within the repeated observations on the same Subject.
gsummary( Orthodont, inv = TRUE, omit = TRUE )

initialize Initialize Object initialize
This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include:
corStruct , ImeStruct , reStruct , andvarFunc .
initialize(object, data, ...)

ARGUMENTS

object:  any object requiring initialization, e.g. "plug-in” structures suclkastruct
andvarFunc objects.

data: a data frame to be used in the initialization procedure.
some methods for this generic function require additional arguments.
VALUE

an initialized object with the same class @sect . Changes introduced by
the initialization procedure will depend on the method function used; see the
appropriate documentation.
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EXAMPLE

## see the method function documentation

initialize.corStruct Initialize corStruct Object initialize.corStruct

This method initializesobject by evaluating its associated covariate(s) and
grouping factor, if any is present, thata , calculating various dimensions and
constants used by optimization algorithms involviewyStruct  objects (see
the appropriat®im method documentation), and assigning initial values for the
coefficients inobject , if none were present.

initialize(object, data, ...)
ARGUMENTS
object:  an object inheriting from clasrStruct  representing a correlation structure.
data: a data frame in which to evaluate the variables defindarinula(object)
this argument is included to make this method compatible with the generic.

VALUE
an initialized object with the same classdsgect representing a correlation
structure.

SEE ALSO
Dim.corStruct

EXAMPLE

csl <- corAR1l(form = ~ 1 | Subject)
csl <- initialize(csl, data = Orthodont)

103



initialize.glsStruct Initialize a glsStruct Object initialize.glsStruct

The individual linear model components of thisStruct  list are initialized.
initialize(object, data, control)
ARGUMENTS

object:  an object inheriting from clasgisStruct , representing a list of linear model
components, such asrStruct  andvarFunc objects.

data: a data frame in which to evaluate the variables definddrinula(object)

control: an optional list with control parameters for the initialization and optimiza-
tion algorithms used inyls . Defaults to ‘list(singular.ok = FALSE, qrTol =
.Machine$single.eps)’, implying that linear dependencies are not allowed in the
model and that the tolerance for detecting linear dependencies among the columns
of the regression matrix isachine$single.eps

VALUE

aglsStruct  object similar toobject , but with initialized model components.

SEE ALSO
gls , initialize.corStruct , initialize.varFunc

initialize.ImeStruct Initialize an ImeStruct Object initialize.lImeStruct
The individual linear mixed-effects model components of itheStruct  list
are initialized.
initialize(object, data, groups, conLin, control)

ARGUMENTS

object:  an object inheriting from cladmeStruct , representing a list of linear mixed-
effects model components, suchraStruct , corStruct , andvarFunc ob-
jects.

data: a data frame in which to evaluate the variables defindarinula(object)

groups: a data frame with the grouping factors corresponding to the Ime model asso-
ciated withobject as columns, sorted from innermost to outermost grouping
level.

conLin:  an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matixy ombined with a response vector
(y), and"logLik" , corresponding to the log-likelihood of the underlying Ime
model. Defaults tattr(object, "conLin")
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control:

VALUE

an optional list with control parameters for the initialization and optimization
algorithms used inme . Defaults tolist(niterEM=20, gradHess=TRUE) ,
implying that 20 EM iterations are to be used in the derivation of initial estimates
for the coefficients of theeStruct component ofobject and, if possible,
numerical gradient vectors and Hessian matrices for the log-likelihood function
are to be used in the optimization algorithm.

anlmeStruct  object similar taobject , but with initialized model components.

SEE ALSO

Ime, initialize.reStruct , initialize.corStruct , initialize.varFunc

initialize.reStruct Initialize reStruct Object initialize.reStruct

Initial estimates for the parameters in fiMat objects formingbject , which

have not yet been initialized, are obtained using the methodology described in
Bates and Pinheiro (1998). These estimates may be refined using a series of
EM iterations, as described in Bates and Pinheiro (1998). The number of EM
iterations to be used is defineddantrol

initialize(object, data, conLin, control)

ARGUMENTS

object:

data:

conLin:

control:

VALUE

an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

a data frame in which to evaluate the variables definddrinula(object)

a condensed linear model object, consisting of a list with comporiggts,
corresponding to a regression matrky €ombined with a response vectar) (
and"logLik" , corresponding to the log-likelihood of the underlying model.

an optional list with a single componeniterEM controlling the number of
iterations for the EM algorithm used to refine initial parameter estimates. It is
given as a list for compatibility with othénitialize methods. Defaults to
list(niterEM = 20)

anreStruct  object similar toobject , but with allpdMat components initial-
ized.

REFERENCES

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at
http://nime.stat.wisc.edu

SEE ALSO

reStruct , pdMat
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initialize.varFunc Initialize varFunc Object initialize.varFunc

This method initializesobject by evaluating its associated covariate(s) and
grouping factor, if any is present, éata ; determining if the covariate(s) need to
be updated when the values of the coefficients associatecbjitt change;
initializing the log-likelihood and the weights associated vatifect ; and as-
signing initial values for the coefficients object , if none were present. The
covariate(s) will only be initialized if no update is needed whesf(object)
changes.

initialize(object, data, ...)
ARGUMENTS

object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.

data: a data frame in which to evaluate the variables namédgtinula(object)
this argument is included to make this method compatible with the generic.

VALUE
an initialized object with the same classolifect representing a variance func-
tion structure.

SEE ALSO

EXAMPLE

vfl <- varPower(form = ~ age|Sex)
vfl <- initialize(vfl, Orthodont)

intervals Confidence Intervals on Coefficients intervals

Confidence intervals on the parameters associated with the model represented by

object are obtained. This function is generic; method functions can be written

to handle specific classes of objects. Classes which already have methods for

this function includegls , Ime, andimList
intervals(object, level, ...)
ARGUMENTS
object:  a fitted model object from which parameter estimates can be extracted.
level:  an optional numeric value for the interval confidence level. Defaults to 0.95.
some methods for the generic may require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.
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EXAMPLE

## see the method documentation

intervals.gls Confidence Intervals on gls Parameters intervals.gls

Approximate confidence intervals for the parameters in the linear model repre-
sented bybject are obtained, using a normal approximation to the distribution
of the (restricted) maximum likelihood estimators (the estimators are assumed
to have a normal distribution centered at the true parameter values and with co-
variance matrix equal to the negative inverse Hessian matrix of the (restricted)
log-likelihood evaluated at the estimated parameters). Confidence intervals are
obtained in an unconstrained scale first, using the normal approximation, and, if
necessary, transformed to the constrained scale.

intervals(object, which)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

which:  an optional character string with specifying the subset of parameters for which
to construct the confidence intervals. Options incltade  for all parameters,
"var-cov"  for the variance-covariance parameters only, angf'* for the
linear model coefficients only. Defaults 'tall"

VALUE
a list with components given by data frames with rows corresponding to pa-
rameters and columnewer , est. , andupper representing respectively lower
confidence limits, the estimated values, and upper confidence limits for the pa-
rameters. Possible components are:

ARGUMENTS
coef:  linear model coefficients, only present whehich is not equal td'var-cov"

corStruct: correlation parameters, only present wherich is not equal td'coef"
and a correlation structure is usedbisject

varFunc:  variance function parameters, only present wiiBieh is not equal tdcoef"
and a variance function structure is usedlject

sigma: residual standard error.

SEE ALSO
gls , print.intervals.gls
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EXAMPLE

fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
intervals(fm1)
intervals.ImList Confidence Intervals on ImList Coefficients intervals.ImList

Confidence intervals on the linear model coefficients are obtained forl@ach
component obbject and organized into a three dimensional array. The first
dimension corresponding to the names ofdhject components. The second
dimension is given byower , est. , andupper corresponding, respectively,

to the lower confidence limit, estimated coefficient, and upper confidence limit.
The third dimension is given by the coefficients names.

intervals(object, level, pool)

ARGUMENTS

object:  an object inheriting from cladsList , representing a list din objects with a
common model.

level:  an optional numeric value with the confidence level for the intervals. Defaults to
0.95.

pool: an optional logical value indicating whether a pooled estimate of the residual
standard error should be used. Defaukltigobject, "pool")

VALUE
a three dimensional array with the confidence intervals and estimates for the

coefficients of eachm component obbject

SEE ALSO
ImList , plot.intervals.ImList

EXAMPLE
fml <- ImList(distance ~ age | Subject, Orthodont)
intervals(fm1)
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intervals.Ime Confidence Intervals on Ime Parameters intervals.Ime

Approximate confidence intervals for the parameters in the linear mixed-effects
model represented lmpject are obtained, using a normal approximation to the
distribution of the (restricted) maximum likelihood estimators (the estimators
are assumed to have a normal distribution centered at the true parameter values
and with covariance matrix equal to the negative inverse Hessian matrix of the
(restricted) log-likelihood evaluated at the estimated parameters). Confidence
intervals are obtained in an unconstrained scale first, using the normal approxi-
mation, and, if necessary, transformed to the constrained scalgpdNagaural
parametrization is used for general positive-definite matrices.

intervals(object, level, which)
ARGUMENTS

object:  an object inheriting from classne, representing a fitted linear mixed-effects
model.

level:  an optional numeric value with the confidence level for the intervals. Defaults to
0.95.

which:  an optional character string with specifying the subset of parameters for which
to construct the confidence intervals. Options incltale  for all parameters,
"var-cov"  for the variance-covariance parameters only, dixdd"  for the
fixed effects only. Defaults teall"

VALUE
a list with components given by data frames with rows corresponding to pa-
rameters and columnswer , est. , andupper representing respectively lower
confidence limits, the estimated values, and upper confidence limits for the pa-
rameters. Possible components are:

ARGUMENTS
fixed:  fixed effects, only present whevhich is not equal tdvar-cov"

reStruct: random effects variance-covariance parameters, only presentwiiien is
not equal to'fixed"

corStruct: within-group correlation parameters, only present wiaith is not equal
to"fixed" and a correlation structure is usedbisject

varFunc:  within-group variance function parameters, only present whiginh is not
equal to'fixed"  and a variance function structure is usealfect

sigma:  within-group standard deviation.

SEE ALSO
Ime , print.intervals.Ime , pdNatural
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EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
intervals(fm1)
isInitialized Check if Object is Initialized isInitialized

Checks ifobject has been initialized (generally through a calliial-
ize ), by searching for components and attributes which are modified during
initialization.
isInitialized(object)
ARGUMENTS
object:  any object requiring initialization.

VALUE
a logical value indicating whethebject has been initialized.

SEE ALSO
initialize
EXAMPLE

pdl <- pdDiag( ~ age)
isInitialized(pd1)

isBalanced Check a Design for Balance isBalanced

Check the design of the experiment or study for balance.
isBalanced(object, countOnly, level)

ARGUMENTS

object: A groupedData object containing a data frame and a formula that describes
the roles of variables in the data frame. The object will have one or more nested
grouping factors and a primary covariate.

countOnly: A logical value indicating if the check for balance should only consider
the number of observations at each level of the grouping factor(s). Defaults to
FALSE

level:  an optional positive integer giving the level of grouping to be used with multi-
level data. Defaults to the highest or innermost level of grouping.

VALUE
TRUEOr FALSE according to whether the data are balanced or not

SEE ALSO
table , groupedData
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EXAMPLE

isBalanced(Orthodont) # should return TRUE
isBalanced(Orthodont, countOnly = TRUE) # should return TRUE
isBalanced(Pixel) # should return FALSE
isBalanced(Pixel, level = 1) # should return FALSE
isInitialized.reStruct Check reStruct Initialization isInitialized.reStruct

Checks if allpdMat components obbject have been initialized.
isInitialized(object)
ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

VALUE

a logical value indicating whether all componentobfect have been initial-
ized.

SEE ALSO
initialize , reStruct

EXAMPLE
rsl <- reStruct( ~ age|Subject)
isInitialized(rs1)

ImList List of Im Objects with a Common Model ImList
Data is partitioned according to the levels of the grouping fagtand individual
Im fits are obtained for eaatata partition, using the model defined ahject
ImList(object, data, level, na.action, pool)

ARGUMENTS

object:  either alinear formula object of the foyn ~ x1+..4+xn | g  or agrouped-
Data object. In the formula object; represents the responsa,...,xn the
covariates, and the grouping factor specifying the partitioning of the data ac-
cording to which differentm fits should be performed. The grouping factor
may be omitted from the formula, in which case the grouping structure will be
obtained frondata , which must inherit from clasgroupedData . The method
functionimList.groupedData is documented separately.

data: an data frame in which to interpret the variables nametbject
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level:  an optional integer specifying the level of grouping to be used when multiple
nested levels of grouping are present.

na.action: a function that indicates what should happen when the data comaii he
default actionifa.fail ) cause$mList to printan error message and terminate
if there are any incomplete observations.

pool: an optional logical value that is preserved as an attribute of the returned value.
This will be used as the default fppol in calculations of standard deviations
or standard errors for summaries.

VALUE
a list ofIm objects with as many components as the number of groups defined by
the grouping factor. Generic functions sucltesf , fixef ,Ime, pairs , plot
predict , ranef , summary, andupdate have methods that can be applied to
animList object.

SEE ALSO
Im, Ime.ImList

EXAMPLE
fml <- ImList(distance ~ age | Subject, Orthodont)

ImList.groupedData  ImList Fit from a groupedData Object ImList.groupedData

The response variable and primary covariatéimula(object) are used to
construct the linear model formula. This formula and gh@ipedData object
are passed as tlubject anddata arguments tomList.formula , together

with any other additional arguments in the function call. See the documentation
onImList.formula for a description of that function.

ImList(object, data, level, na.action, pool)
ARGUMENTS
object:  a data frame inheriting from clagsoupedData .

data: this argument is included for consistency with the generic function. It is ignored
in this method function.

other arguments: identical to the arguments in the generic function call. See the doc-

umentation onmList
VALUE

a list ofIm objects with as many components as the number of groups defined by
the grouping factor. Generic functions suclcesf , fixef ,Ime, pairs , plot
predict , ranef , summary, andupdate have methods that can be applied to
animList object.

SEE ALSO

groupedData , Im, Ime.ImList , ImList.formula
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EXAMPLE

fml <- ImList(Orthodont)

Ime

Linear Mixed-Effects Models Ime

This generic function fits a linear mixed-effects model in the formulation de-
scribed in Laird and Ware (1982) but allowing for nested random effects. The
within-group errors are allowed to be correlated and/or have unequal variances.

Ime(fixed, data, random, correlation, weights, subset, method,
na.action, control)

ARGUMENTS

fixed:

data:

random:

a two-sided linear formula object describing the fixed-effects part of the model,
with the response on the left of~aoperator and the terms, separated+hyp-
erators, on the right, dmList object, or agroupedData object. The method
functionsime.ImList ~ andime.groupedData  are documented separately.

an optional data frame containing the variables namdidéd |, random, cor-
relation , weights , andsubset . By default the variables are taken from the
environment from whichme is called.

optionally, any of the following: (i) a one-sided formula of the formi+...+xn

| g1/../gm , with x1+..+xn  specifying the model for the random effects
andgl/../gm  the grouping structurex{imay be equal to 1, in which case ho

is required). The random effects formula will be repeated for all levels of group-
ing, in the case of multiple levels of grouping; (i) a list of one-sided formulas of
the form~x1+..+xn | g , with possibly different random effects models for
each grouping level. The order of nesting will be assumed the same as the order
of the elements in the list; (iii) a one-sided formula of the feei+...+xn , or
apdMat object with a formula (i.e. a noRULL value forformula(object) ),

or a list of such formulas opdMat objects. In this case, the grouping struc-
ture formula will be derived from the data used to to fit the linear mixed-effects
model, which should inherit from claggoupedData ; (iv) a named list of for-
mulas ompdMat objects as in (iii), with the grouping factors as names. The order
of nesting will be assumed the same as the order of the order of the elements in
the list; (v) anreStruct  object. See the documentation ptiClasses for a
description of the availablpdMat classes. Defaults to a formula consisting of
the right hand side dfxed

correlation: an optionalcorStruct  object describing the within-group correlation

structure. See the documentationcofClasses for a description of the avail-
ablecorStruct  classes. Defaults tNULL, corresponding to no within-group
correlations.
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weights:

subset:

method:

na.action:

control:

VALUE

an optionalvarFunc object or one-sided formula describing the within-group
heteroscedasticity structure. If given as a formula, it is used as the argument
to varFixed , corresponding to fixed variance weights. See the documentation
onvarClasses for a description of the availablarFunc classes. Defaults to
NULL, corresponding to homocesdatic within-group errors.

an optional expression saying which subset of the rowsaef should be used

in the fit. This can be a logical vector, or a numeric vector indicating which
observation numbers are to be included, or a character vector of the row names
to be included. All observations are included by default.

a character string. HREML" the model is fit by maximizing the restricted log-
likelihood. If"ML" the log-likelihood is maximized. Defaults tREML".

a function that indicates what should happen when the data comsiT he
default action fa.fail ) causesme to print an error message and terminate if
there are any incomplete observations.

a list of control values for the estimation algorithm to replace the default values
returned by the functiolmeControl . Defaults to an empty list.

an object of classme representing the linear mixed-effects model fit. Generic
functions such aprint , plot andsummary have methods to show the results
of the fit. SedmeObject for the components of the fit. The functioresid
coef , fitted , fixef , andranef can be used to extract some of its compo-
nents.

REFERENCES

The computational methods are described in Bates, D.M. and Pinheiro, J.C.
(1998) and follow on the general framework of Lindstrom, M.J. and Bates,
D.M. (1988). The model formulation is described in Laird, N.M. and Ware,
J.H. (1982). The variance-covariance parametrizations are described in Pinheiro,
J.C. and Bates., D.M. (1996). The different correlation structures available for
the correlation argument are described in Box, G.E.P., Jenkins, G.M., and
Reinsel G.C. (1994), Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger,
R.D. (1997), and Venables, W.N. and Ripley, B.D. (1997). The use of variance
functions for linear and nonlinear mixed effects models is presented in detail in
Davidian, M. and Giltinan, D.M. (1995).

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nime.stat.wisc.edu

Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

Davidian, M. and Giltinan, D.M. (1995) "Nonlinear Mixed Effects Models for
Repeated Measurement Data”, Chapman and Hall.

Laird, N.M. and Ware, J.H. (1982) "Random-Effects Models for Longitudinal
Data”, Biometrics, 38, 963-974.

Lindstrom, M.J. and Bates, D.M. (1988) "Newton-Raphson and EM Algorithms
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for Linear Mixed-Effects Models for Repeated-Measures Data”, Journal of the
American Statistical Association, 83, 1014-1022.

Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997) "SAS
Systems for Mixed Models”, SAS Institute.

Pinheiro, J.C. and Bates., D.M. (1996) "Unconstrained Parametrizations for Variance
Covariance Matrices”, Statistics and Computing, 6, 289-296.

Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

SEE ALSO

ImeControl , Ime.ImList , Ime.groupedData , ImeObject , ImList , re-
Struct , reStruct |, pdClasses , corClasses , varClasses

EXAMPLE

fml <- Ime(distance ~ age, data = Orthodont) # random is ~ age
fm2 <- Ime(distance ~ age + Sex, data = Orthodont, random = ~ 1)

Ime.groupedData LME fit from groupedData Object Ime.groupedData

The response variable and primary covariatéormula(fixed) are used to
construct the fixed effects model formula. This formula andgfoepedData

object are passed as tfieed anddata arguments téme.formula , together

with any other additional arguments in the function call. See the documentation
onime.formula  for a description of that function.

Ime(fixed, data, random, correlation, weights, subset, method,
na.action, control)

ARGUMENTS
fixed:  a data frame inheriting from claggoupedData .

data: this argument is included for consistency with the generic function. It is ignored
in this method function.

other arguments: identical to the arguments in the generic function call. See the doc-
umentation ornme .

VALUE
an object of classme representing the linear mixed-effects model fit. Generic
functions such aprint , plot andsummary have methods to show the results
of the fit. SedmeObject for the components of the fit. The functioresid ,

coef , fited , fixef , andranef can be used to extract some of its compo-
nents.

REFERENCES
The computational methods are described in Bates, D.M. and Pinheiro, J.C.
(1998) and follow on the general framework of Lindstrom, M.J. and Bates,
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D.M. (1988). The model formulation is described in Laird, N.M. and Ware,
J.H. (1982). The variance-covariance parametrizations are described in Pinheiro,
J.C. and Bates., D.M. (1996). The different correlation structures available for
the correlation argument are described in Box, G.E.P., Jenkins, G.M., and
Reinsel G.C. (1994), Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger,
R.D. (1997), and Venables, W.N. and Ripley, B.D. (1997). The use of variance
functions for linear and nonlinear mixed effects models is presented in detail in
Davidian, M. and Giltinan, D.M. (1995).

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nime.stat.wisc.edu
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

Davidian, M. and Giltinan, D.M. (1995) "Nonlinear Mixed Effects Models for
Repeated Measurement Data”, Chapman and Hall.

Laird, N.M. and Ware, J.H. (1982) "Random-Effects Models for Longitudinal
Data”, Biometrics, 38, 963-974.

Lindstrom, M.J. and Bates, D.M. (1988) "Newton-Raphson and EM Algorithms
for Linear Mixed-Effects Models for Repeated-Measures Data”, Journal of the
American Statistical Association, 83, 1014-1022.

Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997) "SAS
Systems for Mixed Models”, SAS Institute.

Pinheiro, J.C. and Bates., D.M. (1996) "Unconstrained Parametrizations for Variance
Covariance Matrices”, Statistics and Computing, 6, 289-296.

Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

SEE ALSO
Ime, groupedData , ImeObject

EXAMPLE
fml <- Ime(Orthodont)
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Ime.ImList LME fit from ImList Object Ime.ImList

If the random effects names defineddndom are a subset of tHenList object
coefficient names, initial estimates for the covariance matrix of the random ef-
fects are obtained (overwriting any values givenaimdom ). formula(fixed)

and thedata argument in the calling sequence used to obfiasal  are passed

as thefixed anddata arguments téme.formula , together with any other ad-
ditional arguments in the function call. See the documentatidmeformula

for a description of that function.

Ime(fixed, data, random, correlation, weights, subset, method,
na.action, control)

ARGUMENTS

fixed:

data:

random:

an object inheriting from clagdsiList , representing a list din fits with a com-
mon model.

this argument is included for consistency with the generic function. It is ignored
in this method function.

an optional one-sided linear formula with no conditioning expressionpdiiat
object with aformula attribute. Multiple levels of grouping are not allowed
with this method function. Defaults to a formula consisting of the right hand
side offormula(fixed)

other arguments: identical to the arguments in the generic function call. See the doc-

VALUE

umentation orme .

an object of classme representing the linear mixed-effects model fit. Generic
functions such agrint , plot andsummary have methods to show the results
of the fit. SedmeObject for the components of the fit. The functioresid |,
coef , fitted , fixef , andranef can be used to extract some of its compo-
nents.

REFERENCES

The computational methods are described in Bates, D.M. and Pinheiro, J.C.
(1998) and follow on the general framework of Lindstrom, M.J. and Bates,
D.M. (1988). The model formulation is described in Laird, N.M. and Ware,
J.H. (1982). The variance-covariance parametrizations are described in Pinheiro,
J.C. and Bates., D.M. (1996). The different correlation structures available for
the correlation argument are described in Box, G.E.P., Jenkins, G.M., and
Reinsel G.C. (1994), Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger,
R.D. (1997), and Venables, W.N. and Ripley, B.D. (1997). The use of variance
functions for linear and nonlinear mixed effects models is presented in detail in
Davidian, M. and Giltinan, D.M. (1995).
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Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nime.stat.wisc.edu
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.

Davidian, M. and Giltinan, D.M. (1995) "Nonlinear Mixed Effects Models for
Repeated Measurement Data”, Chapman and Hall.

Laird, N.M. and Ware, J.H. (1982) "Random-Effects Models for Longitudinal
Data”, Biometrics, 38, 963-974.

Lindstrom, M.J. and Bates, D.M. (1988) "Newton-Raphson and EM Algorithms
for Linear Mixed-Effects Models for Repeated-Measures Data”, Journal of the
American Statistical Association, 83, 1014-1022.

Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997) "SAS
Systems for Mixed Models”, SAS Institute.

Pinheiro, J.C. and Bates., D.M. (1996) "Unconstrained Parametrizations for Variance
Covariance Matrices”, Statistics and Computing, 6, 289-296.

Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

SEE ALSO
Ime, ImList , ImeObject
EXAMPLE

fml <- ImList(Orthodont)
fm2 <- Ime(fml)

ImeControl Control Values for Ime Fit ImeControl

The values supplied in the function call replace the defaults and a list with all
possible arguments is returned. The returned list is used astivel argu-
ment to thdme function.

ImeControl(maxiter, msMaxlter, tolerance, niterEM, msTol,
msScale, msVerbose, returnObject, gradHess, apVar,
.relStep, natural)

ARGUMENTS

maxlter:  maximum number of iterations for thee optimization algorithm. Default is
50.

msMaxlter:  maximum number of iterations for ths optimization step inside thiene
optimization. Default is 50.

tolerance: tolerance for the convergence criterion in kine algorithm. Default is 1e-6.

niterEM:  number of iterations for the EM algorithm used to refine the initial estimates
of the random effects variance-covariance coefficients. Default is 25.
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msTol: tolerance for the convergence criterionnts, passed as theel.tolerance
argument to the function (see documentationmah Default is 1e-7.

msScale: scale function passed as thwle argument to thensfunction (see documen-
tation on that function). Default isneScale .

msVerbose: a logical value passed as tliece argument tans (see documentation on
that function). Default iSALSE

returnObject: a logical value indicating whether the fitted object should be returned
when the maximum number of iterations is reached without convergence of the
algorithm. Default iSFALSE

gradHess:  a logical value indicating whether numerical gradient vectors and Hessian
matrices of the log-likelihood function should be used in tieoptimization.
This option is only available when the correlation structwe§truct ) and
the variance function structureafFunc ) have no "varying” parameters and the
pdMat classes used in the random effects structuredsgmm(general positive-
definite),pdDiag (diagonal),pdident (multiple of the identity), opdComp-
Symm(compound symmetry). Default RRUE

apVar: a logical value indicating whether the approximate covariance matrix of the
variance-covariance parameters should be calculated. Defa®uis

.relStep: relative step for numerical derivatives calculations. Default is
.Machine$double.eps /3.
natural: a logical value indicating whether thgeiNatural ~ parametrization should be

used for general positive-definite matricgglgymn) in reStruct , when the
approximate covariance matrix of the estimators is calculated. DefatRug

VALUE
a list with components for each of the possible arguments.

SEE ALSO
Ime, ms, ImeScale

EXAMPLE

# decrease the maximum number iterations in the ms call and
# request that information on the evolution of the ms itera-
tions be printed

ImeControl(msMaxiter = 20, msVerbose = TRUE)
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ImeObject Fitted Ime Object ImeObject

VALUE

An object returned by théne function, inheriting from classme and repre-
senting a fitted linear mixed-effects model. Objects of this class have methods
for the generic functionsnova , coef , fitted , fixef ,formula , getGroups |,
getResponse , intervals , logLik , pairs , plot , predict , print ,ranef ,
residuals , summary, andupdate .

The following components must be included in a legitiniate object.

COMPONENTS

apVar:

call:

an approximate covariance matrix for the variance-covariance coefficients. If
apVar = FALSE in the list of control values used in the callitoe , this com-
ponent is equal tdlULL

a list containing an image of thae call that produced the object.

coefficients: a list with two componentsiixed andrandom, where the first is a

contrasts:

dims:

fitted:

fixDF:

vector containing the estimated fixed effects and the second is a list of matrices
with the estimated random effects for each level of grouping. For each matrix
in therandom list, the columns refer to the random effects and the rows to the
groups.

a list with the contrasts used to represent factors in the fixed effects formula
and/or random effects formula. This information is important for making pre-
dictions from a new data frame in which not all levels of the original factors are
observed. If no factors are used in the Ime model, this component will be an
empty list.

a list with basic dimensions used in the Ime fit, including the components

the number of observations in the dagg,the number of grouping levelgyec

- the number of random effects at each level from innermost to outermost (last
two values are equal to zero and correspond to the fixed effects and the response),
ngrps - the number of groups at each level from innermost to outermost (last
two values are one and correspond to the fixed effects and the response), and
ncol - the number of columns in the model matrix for each level of grouping
from innermost to outermost (last two values are equal to the number of fixed
effects and one).

a data frame with the fitted values as columns. The leftmost column corresponds
to the population fixed effects (corresponding to the fixed effects only) and suc-
cessive columns from left to right correspond to increasing levels of grouping.

a list with componentX andterms  specifying the denominator degrees of free-
dom for, respectively, t-tests for the individual fixed effects and F-tests for the
fixed-effects terms in the models.
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groups: adata frame with the grouping factors as columns. The grouping level increases
from left to right.

logLik:  the (restricted) log-likelihood at convergence.

method: the estimation method: eithemL" for maximum likelihood, or'REML" for
restricted maximum likelihood.

modelStruct: an object inheriting from cladmeStruct , representing a list of mixed-
effects model components, suchraStruct , corStruct , andvarFunc ob-
jects.

numiter:  the number of iterations used in the iterative algorithm.

residuals: a data frame with the residuals as columns. The leftmost column corre-
sponds to the population residuals and successive columns from left to right
correspond to increasing levels of grouping.

sigma: the estimated within-group error standard deviation.
varFix:  an approximate covariance matrix of the fixed effects estimates.

SEE ALSO
Ime, ImeStruct

ImeScale Scale for Ime Optimization ImeScale

This function calculates the scales to be used for each coefficient estimated
through anms optimization in thelme function. If all initial values are zero,

the scale is set to one for all coefficients; else, the scale for a coefficient with
non-zero initial value is equal to the inverse of its initial value and the scale
for the coefficients with initial value equal to zero is set to the median of the
non-zero initial value coefficients.

ImeScale(start)
ARGUMENTS
start: the starting values for the coefficients to be estimated.

VALUE
a vector with the scales to be usednnfor estimating the coefficients.

SEE ALSO
ms
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ImeStruct Linear Mixed-Effects Structure ImeStruct

A linear mixed-effects structure is a list of model components representing dif-
ferent sets of parameters in the linear mixed-effects modelmastruct  list
must contain at leastr@Struct  object, but may also contatorStruct  and
varFunc objects.NULLarguments are not included in thmeeStruct list.

ImeStruct(reStruct, corStruct, varStruct)
ARGUMENTS
reStruct: areStruct representing a random effects structure.

corStruct: an optionakorStruct  object, representing a correlation structure. Default
is NULL

varStruct: an optionalkarFunc object, representing a variance function structure. De-
faultis NULL

VALUE
a list of model components determining the parameters to be estimated for the
associated linear mixed-effects model.

SEE ALSO
Ime, reStruct , corClasses , varClasses
EXAMPLE
Imsl <- ImeStruct(reStruct( ~ age), corAR1(), varPower())
logDet Extract the Logarithm of the Determinant logDet

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include:
corStruct , severapdMat classes, anteStruct

logDet(object, ...)

ARGUMENTS

object:  any object from which a matrix, or list of matrices, can be extracted
some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

SEE ALSO
logLik
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EXAMPLE
## see the method function documentation

logDet.corStruct Extract corStruct Log-Determinant logDet.corStruct

This method function extracts the logarithm of the determinant of a square-root
factor of the correlation matrix associated witbject , or the sum of the log-
determinants of square-root factors of the list of correlation matrices associated
with object

logDet(object, covariate)
ARGUMENTS
object:  an object inheriting from clasorStruct |, representing a correlation structure.

covariate: an optional covariate vector (matrix), or list of covariate vectors (matrices),
at which values the correlation matrix, or list of correlation matrices, are to be
evaluated. Defaults tgetCovariate(object)

VALUE
the log-determinant of a square-root factor of the correlation matrix associated
with object , or the sum of the log-determinants of square-root factors of the
list of correlation matrices associated withject

SEE ALSO
logLik.corStruct , corMatrix.corStruct

EXAMPLE

csl <- corAR1(0.3)
logDet(cs1, covariate = 1:4)

logDet.pdMat pdMat Log-Determinant logDet.pdMat

This method function extracts the logarithm of the determinant of a square-root
factor of the positive-definite matrix representedobject

logDet(object)
ARGUMENTS
object:  an object inheriting from clagsiMat , representing a positive definite matrix.

VALUE
the log-determinant of a square-root factor of the positive-definite matrix repre-
sented byobject

SEE ALSO
pdMat
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EXAMPLE

pdl <- pdSymm(diag(1:3))
logDet(pd1)

logDet.reStruct Extract reStruct Log-Determinants logDet.reStruct

Calculates, for each of th@Mat components obbject , the logarithm of the
determinant of a square-root factor.

logDet(object)
ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

VALUE
a vector with the log-determinants of square-root factors optivéat compo-
nents ofobject

SEE ALSO
reStruct , pdMat
EXAMPLE
rsl <- reStruct(list(A = pdSymm(diag(1:3), form = ~ Score),
B = pdDiag(2 * diag(4), form = ~ Educ)))
logDet(rs1)
logLik Extract Log-Likelihood logLik

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include:
corStruct , gls ,Im,Ime, ImList ,ImeStruct ,reStruct , andvarFunc .

logLik(object, ...)
ARGUMENTS

object:  any object from which a log-likelihood value, or a contribution to a log-likelihood
value, can be extracted.

some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.
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EXAMPLE

## see the method function documentation

logLik.corStruct corStruct Log-Likelihood logLik.corStruct

This method function extracts the component of a Gaussian log-likelihood asso-
ciated with the correlation structure, which is equal to the negative of the loga-
rithm of the determinant (or sum of the logarithms of the determinants) of the

matrix (or matrices) represented blject

logLik(object, data)
ARGUMENTS
object:  an object inheriting from clasrStruct , representing a correlation structure.

data: this argument is included to make this method function compatible with other
logLik methods and will be ignored.

VALUE
the negative of the logarithm of the determinant (or sum of the logarithms of the
determinants) of the correlation matrix (or matrices) representedjbyt

SEE ALSO
logDet.corStruct
EXAMPLE

csl <- corAR1(0.2)
csl <- initialize(csl, data = Orthodont)
logLik(csl)
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logLik.gls Log-Likelihood of a gls Object logLik.gls

If REML=FALSEreturns the log-likelihood value of the linear model represented
byobject evaluated at the estimated coefficients; else, the restricted log-likelihood
evaluated at the estimated coefficients is returned.

logLik(object, REML)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

REML: an optional logical value. IfTRUEthe restricted log-likelihood is returned, else,
if FALSE, the log-likelihood is returned. Defaults FALSE

VALUE

the (restricted) log-likelihood of the linear model representedidjgct  evalu-
ated at the estimated coefficients.

REFERENCES
Harville, D.A. (1974) "Bayesian Inference for Variance Components Using Only
Error Contrasts”, Biometrika, 61, 383-385.

SEE ALSO
gls

EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,

correlation = corAR1(form = ~ 1 | Mare))

logLik(fm1)

logLik(fml, REML = FALSE)
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logLik.glsStruct Log-Likelihood of a glsStruct Object logLik.glsStruct

Pars is used to update the coefficients of the model componentsij@ft and

the individual (restricted) log-likelihood contributions of each component are
added together. The type of log-likelihood (restricted or not) is determined by
thesettings  attribute ofobject

logLik(object, Pars, conLin)

ARGUMENTS

object:  an object inheriting from clasgisStruct , representing a list of linear model
components, such asrStruct  andvarFunc objects.

Pars: the parameter values at which the (restricted) log-likelihood is to be evaluated.

conLin:  an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matixy ¢ombined with a response vector
(y), and"logLik" , corresponding to the log-likelihood of the underlying linear
model. Defaults tattr(object, "conLin")

VALUE
the (restricted) log-likelihood for the linear model describedbjgct , evalu-

ated atPars .

SEE ALSO
gls , glsStruct

logLik.gnls Log-Likelihood of a gnls Object logLik.gnls

Returns the log-likelihood value of the nonlinear model representexdbjbyt
evaluated at the estimated coefficients.

logLik(object)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized nonlinear least
squares fitted model.

VALUE
the log-likelihood of the linear model representeddiject evaluated at the

estimated coefficients.

SEE ALSO
gnls
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EXAMPLE
fml <- gnls(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean,
weights = varPower())
logLik(fm1)

logLik.gnlsStruct Log-Likelihood of a gnisStruct Object logLik.gnlsStruct

Pars is used to update the coefficients of the model componentbjott
and the individual log-likelihood contributions of each component are added to-

gether.
logLik(object, Pars, conLin)
ARGUMENTS

object:  an object inheriting from clagmisStruct , representing a list of model com-
ponents, such asrStruct  andvarFunc objects, and attributes specifying the

underlying nonlinear model and the response variable.
Pars: the parameter values at which the log-likelihood is to be evaluated.

conLin:  an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matig €ombined with a response vec-
tor (y), and"logLik® , corresponding to the log-likelihood of the underlying
nonlinear model. Defaults tattr(object,"conLin")

VALUE
the log-likelihood for the linear model describeddiject , evaluated aPars .

SEE ALSO
gnls , gnlsStruct
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logLik.Im Im Log-Likelihood logLik.Im

If REML=FALSEreturns the log-likelihood value of the linear model represented
byobject evaluated at the estimated coefficients; else, the restricted log-likelihood
evaluated at the estimated coefficients is returned.

logLik(object, REML)
ARGUMENTS
object:  an object inheriting from clads.

REML: an optional logical value. IfRUEthe restricted log-likelihood is returned, else,
if FALSE, the log-likelihood is returned. Defaults FALSE

VALUE
the (restricted) log-likelihood of the linear model representeddict evalu-

ated at the estimated coefficients.

REFERENCES
Harville, D.A. (1974) "Bayesian Inference for Variance Components Using Only

Error Contrasts”, Biometrika, 61, 383-385.

SEE ALSO
Im

EXAMPLE
fml <- Im(distance ~ Sex * age, Orthodont)
logLik(fm1)

logLik(fml, REML = TRUE)
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logLik.ImList Log-Likelihood of an ImList Object logLik.ImList

If pool=FALSE , the (restricted) log-likelihoods of then components obb-

ject are summed together. Else, the (restricted) log-likelihood ofirthéit

with different coefficients for each level of the grouping factor associated with
the partitioning of thebject components is obtained.

logLik(object, REML, pool)

ARGUMENTS

object:

REML:

an object inheriting from cladsiList , representing a list dfin objects with a
common model.

an optional logical value. IFTRUEthe restricted log-likelihood is returned, else,
if FALSE, the log-likelihood is returned. Defaults FALSE

pool:  an optional logical value indicating whether i components obbject may
be assumed to have the same error variance. Defatit(isbject, "pool")
VALUE
either the sum of the (restricted) log-likelihoods of esahcomponent irob-
ject , or the (restricted) log-likelihood for thien fit with separate coefficients
for each component afoject
SEE ALSO
ImList
EXAMPLE
fml <- ImList(distance ~ age | Subject, Orthodont)
logLik(fm1)
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logLik.Ime Ime Log-Likelihood logLik.Ime

If REML=FALSEreturns the log-likelihood value of the linear mixed-effects model
represented bybject evaluated at the estimated coefficients; else, the re-
stricted log-likelihood evaluated at the estimated coefficients is returned.

logLik(object, REML)

ARGUMENTS
object:  an object inheriting from clasiene, representing a fitted linear mixed-effects
model.

REML: an optional logical value. ITRUEthe restricted log-likelihood is returned, else,
if FALSE, the log-likelihood is returned. Defaults FALSE

VALUE
the (restricted) log-likelihood of the linear mixed-effects model represented by

object evaluated at the estimated coefficients.

REFERENCES
Harville, D.A. (1974) "Bayesian Inference for Variance Components Using Only

Error Contrasts”, Biometrika, 61, 383-385.

SEE ALSO
Ime

EXAMPLE
fml <- Ime(distance ~ Sex * age, Orthodont, random = ~ age)

logLik(fm1)
logLik(fm1, REML = TRUE)
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logLik.ImeStruct ImeStruct Log-Likelihood logLik.ImeStruct

Pars is used to update the coefficients of the model componentsj@ft and

the individual (restricted) log-likelihood contributions of each component are
added together. The type of log-likelihood (restricted or not) is determined by
thesettings  attribute ofobject

logLik(object, Pars, conLin)

ARGUMENTS

object:

Pars:

conLin:

VALUE

an object inheriting from cladmeStruct , representing a list of linear mixed-
effects model components, suchraStruct , corStruct , andvarFunc ob-
jects.

the parameter values at which the (restricted) log-likelihood is to be evaluated.

an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matixy ombined with a response vector
(y), and"logLik" , corresponding to the log-likelihood of the underlying Ime
model. Defaults tattr(object, "conLin")

the (restricted) log-likelihood for the linear mixed-effects model described by
object , evaluated aPars .

SEE ALSO

Ime , ImeStruct

logLik.reStruct Calculate reStruct Log-Likelihood logLik.reStruct

Calculates the log-likelihood, or restricted log-likelihood, of the Gaussian lin-
ear mixed-effects model representeddbject andconLin (assuming spheri-

cal within-group covariance structure), evaluatedcaf(object) . Theset-

tings attribute ofobject determines whether the log-likelihood, or the re-
stricted log-likelihood, is to be calculated. The computational methods are de-
scribed in Bates and Pinheiro (1998).

logLik(object, conLin)

ARGUMENTS

object:

conLin:

an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

a condensed linear model object, consisting of a list with comporigts,
corresponding to a regression matrk¥) €ombined with a response vectg) (
and"logLik" , corresponding to the log-likelihood of the underlying model.
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VALUE

the log-likelihood, or restricted log-likelihood, of linear mixed-effects model
represented bgbject andconLin , evaluated atoef(object)

REFERENCES

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nime.stat.wisc.edu

SEE ALSO
reStruct , pdMat

logLik.varFunc varFunc Log-Likelihood logLik.varFunc

This method function extracts the component of a Gaussian log-likelihood as-
sociated with the variance function structure representeabfeyt , which is
equal to the sum of the logarithms of the corresponding weights.

logLik(object, data)
ARGUMENTS

object:  an object inheriting from clas@rFunc , representing a variance function struc-
ture.

data: this argument is included to make this method function compatible with other
logLik methods and will be ignored.

VALUE
the sum of the logarithms of the weights corresponding to the variance function
structure represented loyject
EXAMPLE

vfl <- varPower(form = ~ age)
vfl <- initialize(vfl, Orthodont)
coef(vfl) <- 0.1

logLik(vfl)
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matrix <- Assign Matrix Values matrix <-

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
pdMat, pdBlocked , andreStruct

matrix(object) <- value
ARGUMENTS
object:  any object to whictas.matrix ~ can be applied.

value:  a matrix, or list of matrices, with the same dimensionasasatrix(object)
with the new values to be assigned to the matrix associatedbwjitht

VALUE
will depend on the method function; see the appropriate documentation.

SEE ALSO
as.matrix

EXAMPLE
## see the method function documentation

matrix <- .pdMat Assign Matrix to a pdMat Object matrix <- .pdMat

The positive-definite matrix represented dtyject is replaced byalue . If
the original matrix had row and/or column names, the corresponding names for
value can either b&lULL, or a permutation of the original names.

matrix(object) <- value
ARGUMENTS
object:  an object inheriting from clagsiMat , representing a positive definite matrix.

value:  a matrix with the new values to be assigned to the positive-definite matrix repre-
sented bybject . Must have the same dimensionsaasnatrix(object)

VALUE
apdMat object similar toobject , but with its coefficients modified to produce

the matrix invalue .

SEE ALSO
pdMat
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EXAMPLE
pdl <- pdSymm(diag(3))
matrix(pdl) <- diag(1:3)
pdi

matrix <- .reStruct Assign reStruct Matrices matrix <- .reStruct

The individual matrices irvalue are assigned to eagitiMat component of
object , inthe they are listed. The new matrices must have the same dimensions
as the matrices they are meant to replace.

matrix(object) <- value
ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list @gidMat objects.

value:  a matrix, or list of matrices, with the new values to be assigned to the matrices
associated with thedMat components obbject

VALUE
anreStruct  object similar toobject , but with the coefficients of the individ-
ual pdMat components modified to produce the matrices listedhine .
SEE ALSO
reStruct , pdMat
EXAMPLE

rsl <- reStruct(list(Dog = ~ day, Side = ~ 1), data = Pixel)
matrix(rsl) <- list(diag(2), 3)
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model.matrix.reStruct reStruct Model Matrix model.matrix.reStruct

The model matrices for each elementfofmula(object) , calculated us-
ing data , are bound together column-wise. When multiple grouping levels
are present (i.e. whdangth(object)>1 ), the individual model matrices are
combined from innermost (at the leftmost position) to outermost (at the right-
most position).

model.matrix(object, data, contr)
ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list @dMat objects.

data: a data frame in which to evaluate the variables definddrinula(object)

contr:  an optional named list specifying the contrasts to be used for representing the
factor variables indata . The components names should match the names of
the variables inlata for which the contrasts are to be specified. The components
of this list will be used as theontrasts  attribute of the corresponding factor.
If missing, the default contrast specification is used.

VALUE

a matrix obtained by binding together, column-wise, the model matrices for each
element oformula(object)

SEE ALSO
model.matrix , contrasts , reStruct , formula.reStruct

EXAMPLE

rsl <- reStruct(list(Dog = ~ day, Side = ~ 1), data = Pixel)
model.matrix(rs1, Pixel)
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Names Names Associated with an Object Names

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include:
formula , modelStruct , pdBlocked , pdMat, andreStruct

Names(object, ...)
Names(object, ...) <- value

ARGUMENTS
object:  any object for which names can be extracted and/or assigned.
some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

SIDE EFFECTS
On the left side of an assignment, sets the names associatedbjeth to
value , which must have an appropriate length.

NOTE
If names were generic, there would be no need for this generic function.
SEE ALSO
Names.formula , Names.pdMat
EXAMPLE

## see the method function documentation
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Names.formula Extract Names from a formula Names.formula

This method function returns the names of the terms corresponding to the right
hand side obbject (treated as a linear formula), obtained as the column names
of the correspondingnodel.matrix

Names(object, data, exclude)

ARGUMENTS

object:

an object inheriting from clagsrmula

data: an optional data frame containing the variables specifietjgct . By default
the variables are taken from the environment from whiemes.formula is
called.

exclude:  an optional character vector with names to be excluded from the returned value.
Default isc("pi",".")

VALUE
a character vector with the column names ofriwlel.matrix ~ corresponding
to the right hand side afbject which are not listed irxcluded

SEE ALSO
model.matrix , terms , Names

EXAMPLE
Names(distance  ~ Sex * age, data = Orthodont)

Names.pdBlocked Names of a pdBlocked Object Names.pdBlocked
This method function extracts the first element of fr@names attribute, which
contains the column names, for each block diagonal element in the matrix rep-
resented bybject
Names(object, asList)

ARGUMENTS

object:  an object inheriting from clagsiBlocked representing a positive-definite ma-
trix with block diagonal structure

asList: alogical value. IfTRUEalist  with the names for each block diagonal element

is returned. IfFALSE a character vector with all column names is returned.
Defaults toFALSE
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VALUE
if asList is FALSE, a character vector with column names of the matrix repre-

sented byobject ; otherwise, ifasList is TRUE a list with components given
by the column names of the individual block diagonal elements in the matrix

represented bygbject

SEE ALSO
Names Names.pdMat

EXAMPLE
pdl <- pdBlocked(list( ~ Sex - 1, ~ age - 1), data = Orthodont)
Names(pdl)

Names.pdMat Names of a pdMat Object Names.pdMat

This method function returns the fist element of Bimnames attribute ofob-
ject , which contains the column names of the matrix representexdbjpyt

Names(object)
Names(object) <- value

ARGUMENTS
object:  an object inheriting from clagsiMat, representing a positive-definite matrix.

a character vector with the replacement values for the column and row names of

value:
the matrix represented lypject . It must have length equal to the dimension of
the matrix represented mpject and, if names have been previously assigned
to object , it must correspond to a permutation of the original names.
VALUE

if object has aDimnames attribute then the first element of this attribute is
returned; otherwis®lULL

SIDE EFFECTS
On the left side of an assignment, sets Bimnames attribute ofobject to
list(value, value)

SEE ALSO
Names Names.pdBlocked

EXAMPLE
pdl <- pdSymm( ~ age, data = Orthodont)
Names(pdl)
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Names.reStruct Names of an reStruct Object Names.reStruct

This method function extracts the column names of each of the positive-definite
matrices represented theMat elements obbject

Names(object)
Names(object) <- value

ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list @dMat objects.

value:  a list of character vectors with the replacement values for the names of the in-
dividual pdMat objects that formobject . It must have the same lengthas
ject

VALUE

a list containing the column names of each of the positive-definite matrices rep-
resented by thedMat elements obbject

SIDE EFFECTS
On the left side of an assignment, sets thenes of the pdMat elements of
object to the corresponding elementwiue .

SEE ALSO
reStruct , pdMat, Names.pdMat

EXAMPLE
rsl <- reStruct(list(Dog = ~ day, Side = ~ 1), data = Pixel)
Names(rs1)

needUpdate Check if Update is Needed needUpdate

This function is generic; method functions can be written to handle specific
classes of objects. By default, it tries to extracteadUpdate attribute ofob-

ject . If this is NULL or FALSE it returnsFALSE, else it return§RUE Updating

of objects usually takes place in iterative algorithms in which auxiliary quantities
associated with the object, and not being optimized over, may change.

needUpdate(object)
ARGUMENTS
object:  any object

VALUE
a logical value indicating whethebject needs to be updated.
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EXAMPLE

vfl <- varExp()
vfl <- initialize(vfl, data = Orthodont)
needUpdate(vfl)

needUpdate.modelStruct Check modelStruct Updating needUpdate.modelStruct

This method function checks if any of the elementsigfct needs to be up-
dated. Updating of objects usually takes place in iterative algorithms in which
auxiliary quantities associated with the object, and not being optimized over,
may change.

needUpdate(object)

ARGUMENTS

object:  an object inheriting from classodelStruct , representing a list of model com-
ponents, such aorStruct  andvarFunc objects.

VALUE
a logical value indicating whether any elemenbbject needs to be updated.
EXAMPLE
Imsl <- ImeStruct(reStruct = reStruct(pdDiag(diag(2), ~ age)),
varStruct = varPower(form = ~ age))
needUpdate(Imsl)
nlme Nonlinear Mixed-Effects Models nime

This generic function fits a nonlinear mixed-effects model in the formulation de-

scribed in Lindstrom and Bates (1990) but allowing for nested random effects.
The within-group errors are allowed to be correlated and/or have unequal vari-
ances.

nime(model, data, fixed, random, groups, start, correlation,
weights, subset, method, na.action, naPattern, control,
verbose)

ARGUMENTS

model: a nonlinear model formula, with the response on the left ef aperator and
an expression involving parameters and covariates on the right, dslast
object. Ifdata is given, all names used in the formula should be defined as
parameters or variables in the data frame. The method funatignisList
is documented separately.
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fixed:  a two-sided linear formula of the forfi+..+fn  ~x1+..+xm , or a list of
two-sided formulas of the foril ~x1+...+xm , with possibly different models
for each fixed effect. Théd,...,fn represent fixed effects included on the
right hand side omodel andx1+...+xm define a linear model for these param-
eters (when the left hand side of the formula contains several parameters, they
all are assumed to follow the same linear model, described by the right hand side
expression). AL on the right hand side of the formula(s) indicates a single fixed
effects for the corresponding parameter(s).

data: an optional data frame containing the variables namedoitel , fixed |, ran-
dom, correlation , weights , subset , andnaPattern . By default the vari-
ables are taken from the environment from whidthe is called.

random: optionally, any of the following: (i) a two-sided formula of the fort#...+rn ~x1+...+4xm
| g1/./gQ , withrl,..,m representing random effects included on the
right hand side ofnodel , x1+...+xm  specifying the model for these random
effects andy1/.../gQ  the grouping structureQ(may be equal to 1, in which
case nd is required). The random effects formula will be repeated for all levels
of grouping, in the case of multiple levels of grouping; (ii) a two-sided for-
mula of the formri+..+rmn  ~x1+.+xm , a list of two-sided formulas of the
formrl ~x1+...+4xm , with possibly different models for each random effect, a
pdMat object with a two-sided formula, or list of two-sided formulas (i.e. a non-
NULL value forformula(random) ), or a list of pdMat objects with two-sided
formulas, or lists of two-sided formulas. In this case, the grouping structure
formula will be given ingroups , or derived from the data used to to fit the non-
linear mixed-effects model, which should inherit from clgesipedData ; (iii)
a named list of formulas, lists of formulas, idMat objects as in (ii), with the
grouping factors as names. The order of nesting will be assumed the same as the
order of the order of the elements in the list; (iv) @Struct  object. See the
documentation opdClasses for a description of the availablgMat classes.
Defaults tofixed , resulting in all fixed effects having also random effects.

groups: an optional one-sided formula of the forrgl (single level of nesting) or
~gl/../gQ  (multiple levels of nesting), specifying the partitions of the data
over which the random effects varyi,....gQ must evaluate to factors in
data . The order of nesting, when multiple levels are present, is taken from left
to right (i.e.gl is the first levelg2 the second, etc.).

start: an optional numeric vector, or list of initial estimates for the fixed effects and
random effects. If declared as a numeric vector, it is converted internally to a
list with a single componeriixed , given by the vector. Thiixed component
is required, unless the model function inherits from ckssfStart  , in which
case initial values will be derived from a call itsList . Therandom is op-
tionally used to specify initial values for the random effects and should consist
of a matrix, or a list of matrices with length equal to the number of grouping
levels. Each matrix should have as many rows as the number of groups at the
corresponding level and as many columns as the number of random effects in
that level.
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correlation: an optionalcorStruct  object describing the within-group correlation

weights:

subset:

method:

na.action:

naPattern:

control:

verbose:

VALUE

structure. See the documentatiorcofClasses for a description of the avail-
ablecorStruct  classes. Defaults tNULL, corresponding to no within-group
correlations.

an optionalarFunc object or one-sided formula describing the within-group
heteroscedasticity structure. If given as a formula, it is used as the argument
to varFixed , corresponding to fixed variance weights. See the documentation
onvarClasses for a description of the availablerFunc classes. Defaults to
NULL, corresponding to homoscesdatic within-group errors.

an optional expression saying which subset of the rowsatf should be used

in the fit. This can be a logical vector, or a numeric vector indicating which
observation numbers are to be included, or a character vector of the row names
to be included. All observations are included by default.

a character string. fREML" the model is fit by maximizing the restricted log-
likelihood. If"ML" the log-likelihood is maximized. Defaults tREML".

a function that indicates what should happen when the data cowsirmThe
default actionifa.fail ) causesime to print an error message and terminate if
there are any incomplete observations.

an expression or formula object, specifying which returned values are to be
regarded as missing.

a list of control values for the estimation algorithm to replace the default values
returned by the functionimeControl . Defaults to an empty list.

an optional logical value. IfRUEinformation on the evolution of the iterative
algorithm is printed. Default iEALSE

an object of classime representing the nonlinear mixed-effects model fit. Generic
functions such aprint , plot andsummary have methods to show the results

of the fit. SeenimeObject for the components of the fit. The functiorsid |,

coef , fitted , fixef , andranef can be used to extract some of its compo-
nents.

REFERENCES

The model formulation and computational methods are described in Lindstrom,
M.J. and Bates, D.M. (1990). The variance-covariance parametrizations are de-
scribed in Pinheiro, J.C. and Bates., D.M. (1996). The different correlation struc-
tures available for theorrelation argument are described in Box, G.E.P,,
Jenkins, G.M., and Reinsel G.C. (1994), Littel, R.C., Milliken, G.A., Stroup,
W.W., and Wolfinger, R.D. (1997), and Venables, W.N. and Ripley, B.D. (1997).
The use of variance functions for linear and nonlinear mixed effects models is
presented in detail in Davidian, M. and Giltinan, D.M. (1995).

Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
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Forecasting and Control”, 3rd Edition, Holden-Day.

Davidian, M. and Giltinan, D.M. (1995) "Nonlinear Mixed Effects Models for
Repeated Measurement Data”, Chapman and Hall.

Laird, N.M. and Ware, J.H. (1982) "Random-Effects Models for Longitudinal
Data”, Biometrics, 38, 963-974.

Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997) "SAS
Systems for Mixed Models”, SAS Institute.

Lindstrom, M.J. and Bates, D.M. (1990) "Nonlinear Mixed Effects Models for
Repeated Measures Data”, Biometrics, 46, 673-687.

Pinheiro, J.C. and Bates., D.M. (1996) "Unconstrained Parametrizations for Variance
Covariance Matrices”, Statistics and Computing, 6, 289-296.

Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.

SEE ALSO
nimeControl , nime.nlsList ,nimeObject ,nisList ,reStruct ,pdClasses ,
corClasses , varClasses

EXAMPLE

## all parameters as fixed and random effects

fml <- nime(weight ~ SSlogis(Time, Asym, xmid, scal),
data = Soybean, fixed = Asym + xmid + scal ~ 1,
start = ¢(18, 52, 7.5))

## only Asym and xmid as random, with a diagonal covariance

fm2 <- nime(weight ~ SSlogis(Time, Asym, xmid, scal),
data = Soybean, fixed = Asym + xmid + scal ~ 1,
random = pdDiag(Asym + xmid ~ 1),
start = ¢(18, 52, 7.5))

nime.nlsList NLME fit from nisList Object nime.nlsList

If the random effects names defineddndom are a subset of tHenList object
coefficient names, initial estimates for the covariance matrix of the random ef-
fects are obtained (overwriting any values giveraimdom ). formula(fixed)

and thedata argument in the calling sequence used to obfiaéal  are passed

as thefixed anddata arguments tmime.formula , together with any other
additional arguments in the function call. See the documentatiom@nformula

for a description of that function.

nime(model, data, fixed, random, groups, start, correlation, weights,
subset, method, na.action, naPattern, control, verbose)

ARGUMENTS

model: an object inheriting from classsList , representing a list ofils fits with a
common model.
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data: this argument is included for consistency with the generic function. It is ignored
in this method function.

random: an optional one-sided linear formula with no conditioning expressionpdiiat
object with aformula  attribute. Multiple levels of grouping are not allowed
with this method function. Defaults to a formula consisting of the right hand
side offormula(fixed)

other arguments: identical to the arguments in the generic function call. See the doc-
umentation omime .

VALUE
an object of clasalme representing the linear mixed-effects model fit. Generic
functions such aprint , plot andsummary have methods to show the results
of the fit. SeenimeObject for the components of the fit. The functiorsid
coef , fited , fixef , andranef can be used to extract some of its compo-
nents.

REFERENCES
The computational methods are described in Bates, D.M. and Pinheiro, J.C.
(1998) and follow on the general framework of Lindstrom, M.J. and Bates,
D.M. (1988). The model formulation is described in Laird, N.M. and Ware,
J.H. (1982). The variance-covariance parametrizations are described in Pinheiro,
J.C. and Bates., D.M. (1996). The different correlation structures available for
the correlation argument are described in Box, G.E.P., Jenkins, G.M., and
Reinsel G.C. (1994), Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger,
R.D. (1997), and Venables, W.N. and Ripley, B.D. (1997). The use of variance
functions for linear and nonlinear mixed effects models is presented in detail in
Davidian, M. and Giltinan, D.M. (1995).
Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nime.stat.wisc.edu
Box, G.E.P., Jenkins, G.M., and Reinsel G.C. (1994) "Time Series Analysis:
Forecasting and Control”, 3rd Edition, Holden-Day.
Davidian, M. and Giltinan, D.M. (1995) "Nonlinear Mixed Effects Models for
Repeated Measurement Data”, Chapman and Hall.
Laird, N.M. and Ware, J.H. (1982) "Random-Effects Models for Longitudinal
Data”, Biometrics, 38, 963-974.
Lindstrom, M.J. and Bates, D.M. (1988) "Newton-Raphson and EM Algorithms
for Linear Mixed-Effects Models for Repeated-Measures Data”, Journal of the
American Statistical Association, 83, 1014-1022.
Littel, R.C., Milliken, G.A., Stroup, W.W., and Wolfinger, R.D. (1997) "SAS
Systems for Mixed Models”, SAS Institute.
Pinheiro, J.C. and Bates., D.M. (1996) "Unconstrained Parametrizations for Variance
Covariance Matrices”, Statistics and Computing, 6, 289-296.
Venables, W.N. and Ripley, B.D. (1997) "Modern Applied Statistics with S-
plus”, 2nd Edition, Springer-Verlag.
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SEE ALSO
nime , ImList , nimeObject
EXAMPLE

fml <- nisList(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean)
fm2 <- nime(fml)

nimeControl Control Values for nlme Fit nimeControl

The values supplied in the function call replace the defaults and a list with all
possible arguments is returned. The returned list is used astivel  argu-
ment to thenlime function.

nimeControl(maxliter,pnlsMaxIter,msMaxIter,minScale,tolerance,
niterEM,pnlisTol,msTol,msScale,returnObject,
msVerbose,gradHess,apVar,.relStep,natural)

ARGUMENTS

maxlter:  maximum number of iterations for theme optimization algorithm. Default
is 50.

pnisMaxlter: maximum number of iterations for tHRNLSoptimization step inside the

nime optimization. Default is 7.

msMaxlter:  maximum number of iterations for thmes optimization step inside th@me
optimization. Default is 50.

minScale:  minimum factor by which to shrink the default step size in an attempt to
decrease the sum of squares infNLSstep. Default 0.001.

tolerance: tolerance for the convergence criterion in thime algorithm. Default is
le-6.

niterEM:  number of iterations for the EM algorithm used to refine the initial estimates
of the random effects variance-covariance coefficients. Default is 25.

pnisTol:  tolerance for the convergence criteriorPNLSstep. Default is 1e-3.

msTol: tolerance for the convergence criterionns, passed as thel.tolerance
argument to the function (see documentatiommah Default is 1e-7.

msScale: scale function passed as thmle argument to thensfunction (see documen-
tation on that function). Default imeScale .

returnObject: a logical value indicating whether the fitted object should be returned
when the maximum number of iterations is reached without convergence of the
algorithm. Default iSALSE
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msVerbose: a logical value passed as thhace argument tans (see documentation on
that function). Default i$ALSE.

gradHess: a logical value indicating whether numerical gradient vectors and Hessian
matrices of the log-likelihood function should be used in tieoptimization.
This option is only available when the correlation structwe§truct ) and
the variance function structuresfFunc ) have no "varying” parameters and the
pdMat classes used in the random effects structured®gmm(general positive-
definite),pdDiag (diagonal),pdident (multiple of the identity), opdComp-
Symm(compound symmetry). Default RRUE

apvar: a logical value indicating whether the approximate covariance matrix of the
variance-covariance parameters should be calculated. Defa®tis

.relStep: relative step for numerical derivatives calculations. Default is
Machine$double.eps /3.
natural: a logical value indicating whether thelNatural ~ parametrization should be

used for general positive-definite matricggl§ymn) in reStruct , when the
approximate covariance matrix of the estimators is calculated. DefalRu&

VALUE
a list with components for each of the possible arguments.

SEE ALSO
nime , ms, nimeScale

EXAMPLE

# decrease the maximum number iterations in the ms call and
# request that information on the evolution of the ms itera-
tions be printed

nimeControl(msMaxlter = 20, msVerbose = TRUE)
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nimeObject Fitted nime Object nimeObject

VALUE

An object returned by thelme function, inheriting from classime , also inher-
iting from classime, and representing a fitted nonlinear mixed-effects model.
Objects of this class have methods for the generic functionga , coef |, fit-

ted , fixef ,formula ,getGroups ,getResponse ,intervals ,logLik , pairs ,
plot , predict ,print ,ranef ,residuals ,summary, andupdate .

The following components must be included in a legitimétee object.

COMPONENTS

apVar:

call:

an approximate covariance matrix for the variance-covariance coefficients. If
apVar = FALSE in the list of control values used in the calltme , this com-
ponent is equal tdlULL

a list containing an image of theme call that produced the object.

coefficients: a list with two componentsiixed andrandom, where the first is a

contrasts:

dims:

fitted:

fixDF:

vector containing the estimated fixed effects and the second is a list of matrices
with the estimated random effects for each level of grouping. For each matrix
in therandom list, the columns refer to the random effects and the rows to the
groups.

a list with the contrasts used to represent factors in the fixed effects formula
and/or random effects formula. This information is important for making pre-
dictions from a new data frame in which not all levels of the original factors are
observed. If no factors are used in the nlme model, this component will be an
empty list.

a list with basic dimensions used in the nime fit, including the components

the number of observations in the dagg,the number of grouping levelgyec

- the number of random effects at each level from innermost to outermost (last
two values are equal to zero and correspond to the fixed effects and the response),
ngrps - the number of groups at each level from innermost to outermost (last
two values are one and correspond to the fixed effects and the response), and
ncol - the number of columns in the model matrix for each level of grouping
from innermost to outermost (last two values are equal to the number of fixed
effects and one).

a data frame with the fitted values as columns. The leftmost column corresponds
to the population fixed effects (corresponding to the fixed effects only) and suc-
cessive columns from left to right correspond to increasing levels of grouping.

a list with componentX andterms  specifying the denominator degrees of free-
dom for, respectively, t-tests for the individual fixed effects and F-tests for the
fixed-effects terms in the models.
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groups: adata frame with the grouping factors as columns. The grouping level increases
from left to right.

logLik: the (restricted) log-likelihood at convergence.

map: a list with component$map, rmap, rmapRel , andbmap, specifying various
mappings for the fixed and random effects, used to generate predictions from the
fitted object.

method: the estimation method: eithéML" for maximum likelihood, or'REML" for
restricted maximum likelihood.

modelStruct: an objectinheriting from classmeStruct , representing a list of mixed-
effects model components, suchraStruct , corStruct , andvarFunc ob-
jects.

numiter:  the number of iterations used in the iterative algorithm.

residuals: a data frame with the residuals as columns. The leftmost column corre-
sponds to the population residuals and successive columns from left to right
correspond to increasing levels of grouping.

sigma: the estimated within-group error standard deviation.
varFix:  an approximate covariance matrix of the fixed effects estimates.

SEE ALSO
nlme , nimeStruct

nimeStruct Nonlinear Mixed-Effects Structure nlmeStruct

A nonlinear mixed-effects structure is a list of model components representing
different sets of parameters in the nonlinear mixed-effects modehmeBtruct

list must contain at least@Struct  object, but may also contatrorStruct
andvarFunc objects.NULLarguments are not included in thiesmeStruct  list.

nimeStruct(reStruct, corStruct, varStruct)
ARGUMENTS
reStruct: areStruct representing a random effects structure.

corStruct: an optionakorStruct  object, representing a correlation structure. Default
is NULL

varStruct: an optionalarFunc object, representing a variance function structure. De-
fault isNULL

VALUE
a list of model components determining the parameters to be estimated for the
associated nonlinear mixed-effects model.
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SEE ALSO
nime, reStruct , corClasses , varClasses

EXAMPLE
nimsl <- nlmeStruct(reStruct( ~age), corAR1(), varPower())

nisList List of nls Objects with a Common Model nisList

Data is partitioned according to the levels of the grouping factor defined in
model and individualnls fits are obtained for eacttata partition, using the
model defined imodel .

nisList(model, data, start, control, level, na.action, pool)
ARGUMENTS

model: either a nonlinear model formula, with the response on the left-ofoperator
and an expression involving parameters, covariates, and a grouping factor sep-
arated by theg operator on the right, or selfStart function. The method
functionnisList.selfStart is documented separately.

data: a data frame in which to interpret the variables namedaddel .

start: an optional named list with initial values for the parameters to be estimated in
model . Itis passed as thetart argumentto eachis call and is required when
the nonlinear function imodel does not inherit from classlfStart

control: a list of control values passed as tlumtrol  argument tanls . Defaults to an
empty list.

level:  an optional integer specifying the level of grouping to be used when multiple
nested levels of grouping are present.

na.action: a function that indicates what should happen when the data caxtgin
The default actionra.fal ) causesilsList to print an error message and
terminate if there are any incomplete observations.

pool: an optional logical value that is preserved as an attribute of the returned value.
This will be used as the default fppol in calculations of standard deviations
or standard errors for summaries.

VALUE
a list of nls objects with as many components as the number of groups defined
by the grouping factor. Generic functions suchcesf , fixef , Ime, pairs
plot , predict , ranef , summary, andupdate have methods that can be ap-
plied to annisList  object.

SEE ALSO
nis , nime.nlsList
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EXAMPLE

fml <- nisList(weight ~ SSlogis(Time, Asym, xmid, scal) | Plot,
Soybean)
nisList.selfStart nisList Fit from a selfStart Function nisList.selfStart

The response variable and primary covariatéoimula(data) are used to-
gether withmodel to construct the nonlinear model formula. This is used in the
nls calls and, because a selfStarting model function can calculate initial esti-
mates for its parameters from the data, no starting estimates need to be provided.

nisList(model, data, start, control, level, na.action, pool)
ARGUMENTS

model: aselfStart model function, which calculates initial estimates for the model
parameters fromata .

data: a data frame in which to interpret the variablesriodel . Because no grouping
factor can be specified inodel , data must inherit from clasgroupedData

other arguments: identical to the arguments in the generic function call. See the doc-
umentation omisList

VALUE
a list of nls objects with as many components as the number of groups defined
by the grouping factor. AlULLvalue is assigned to the components correspond-
ing to clusters for which thels algorithm failed to converge. Generic functions
such agoef , fixef ,Ime, pairs ,plot , predict ,ranef ,summary, andup-
date have methods that can be applied ton&hist — object.

SEE ALSO
selfStart , groupedData , nls , nlme.nlsList , nisList.formula

EXAMPLE
fml <- nisList(SSlogis, Soybean)
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NLSstClosestX Find the x with the closest y NLSstClosestX

This function is used to determine tRevalue in asortedXyData object that
corresponds to the value that is closest tgval . The function is mostly used
within the initial functions for a self-starting nonlinear regression models,
which are in theselfStart ~ class.

NLSstClosestX(xy, yval)
ARGUMENTS
Xy. asortedXyData oObject

yval:  the numeric value on thge scale to get close to

VALUE
A single numeric value which is one of the valuexdh thexy object.

EXAMPLE

DNase.2 <- DNase[ DNase$Run == "2", ]

DN.srt <- sortedXyData( expression(log(conc)), expression(density), DNase.2 )
NLSstClosestX( DN.srt, 1.0 )

NLSstLfAsymptote Guess the horizontal asymptote on the left itlSstLfAsymptote

This function provides an initial guess at the horizontal asymptote on the left
side (smaller values of) of the graph ofy versusx from thexy object. Itis
mostly used within thénitial functions for a self-starting nonlinear regres-
sion models, which are in theelfStart class.

NLSstLfAsymptote(xy)
ARGUMENTS
xy: asortedXyData oObject

VALUE
A single numeric value which is a guess at healue that would be the asymp-
tote for smallx.
EXAMPLE

DNase.2 <- DNase[ DNase$Run == "2", ]

DN.srt <- sortedXyData( expression(log(conc)), expression(density), DNase.2 )
NLSstLfAsymptote( DN.srt )
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NLSstRtAsymptoteGuess the horizontal asymptote on the right Nid8stRtAsymptote

This function provides an initial guess at the horizontal asymptote on the right
side (larger values of) of the graph ofy versusx from thexy object. It is
mostly used within thénitial functions for a self-starting nonlinear regres-
sion models, which are in threelfStart  class.

NLSstRtAsymptote(xy)

ARGUMENTS

Xy. asortedXyData oObject
VALUE

A single numeric value which is a guess at healue that would be the asymp-
tote for largex.

EXAMPLE
DNase.2 <- DNase[ DNase$Run == "2", ]
DN.srt <- sortedXyData( expression(log(conc)), expression(density), DNase.2 )
NLSstRtAsymptote( DN.srt )

pairs.compareFits Pairs Plot of compareFits Object pairs.compareFits
Scatter plots of the values being compared are generated for each pair of coef-
ficients inobject . Different symbols (colors) are used for each object being
compared and values corresponding to the same group are joined by a line, to
facilitate comparison of fits. If only two coefficients are present,ttbis
functionxyplot is used; else theellis functionsplom is employed.
pairs(object, subset, key, ...)

ARGUMENTS

object:  an object of classompareFits

subset:  an optional logical or integer vector specifying which rowsobfect should
be used in the plots. If missing, all rows are used.

key: an optional logical value, or list. ITRUE a legend is included at the top of

the plot indicating which symbols (colors) correspond to which objects being
compared. IfFALSE, no legend is included. If given as a lisky is passed
down as an argument to theellis function generating the plotsdlom or
xyplot ). Defaults toTRUE

optional arguments passed down to tiedis function generating the plots.
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VALUE

Pairwise scatter plots of the values being compared, with different symbols (col-
ors) used for each object under comparison.

SEE ALSO

compareFits ,plot.compareFits , Xyplot , splom

EXAMPLE

fml <- ImList(Orthodont)
fm2 <- Ime(Orthodont)
pairs(compareFits(coef(fml), coef(fm2)))

pairs.ImList Pairs Plot of an ImList Object pairs.ImList

Diagnostic plots for the linear model fits corresponding to dhjgct com-
ponents are obtained. Therm argument gives considerable flexibility in the
type of plot specification. A conditioning expression (on the right side jof a
operator) always implies that different panels are used for each level of the con-
ditioning factor, according to a Trellis display. The expression on the right hand
side of the formula, before ja operator, must evaluate to a data frame with at
least two columns. If the data frame has two columns, a scatter plot of the two
variables is displayed (the Trellis functiapplot is used). Otherwise, if more
than two columns are present, a scatter plot matrix with pairwise scatter plots of
the columns in the data frame is displayed (the Trellis functigom is used).

pairs(object, form, label, id, idLabels, grid, ...)

ARGUMENTS

object:

form:

an object inheriting from cladsiList , representing a list din objects with a
common model.

an optional one-sided formula specifying the desired type of plot. Any variable
present in the original data frame used to obtatifect can be referenced.
In addition, object itself can be referenced in the formula using the symbol

. Conditional expressions on the right of aperator can be used to define
separate panels in a Trellis display. The expression on the right hand side of
form , and to the left of th¢ operator, must evaluate to a data frame with at
least two columns. Default is coef(.) , corresponding to a pairs plot of the
coefficients ofobject

an optional numeric value, or one-sided formula. If given as a value, it is used as
a significance level for an outlier test based on the Mahalanobis distances of the
estimated random effects. Groups with random effects distances greater than the
1-value percentile of the appropriate chi-square distribution are identified in the
plot usingidLabels . If given as a one-sided formula, its right hand side must
evaluate to a logical, integer, or character vector which is used to identify points
in the plot. If missing, no points are identified.
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idLabels: an optional vector, or one-sided formula. If given as a vector, it is converted
to character and used to label the points identified according tolf given
as a one-sided formula, its right hand side must evaluate to a vector which is
converted to character and used to label the identified points. Default is the
innermost grouping factor.

grid:  an optional logical value indicating whether a grid should be added to plot. De-
fault is FALSE

optional arguments passed to the Trellis plot function.

VALUE
a diagnostic Trellis plot.
NOTE

This function requires theellis library.

SEE ALSO
ImList , xyplot , splom

EXAMPLE
fml <- ImList(distance ~ age | Subject, Orthodont)
# scatter plot of coefficients by gender, identifying
# unusual subjects
pairs(fm1, ~coef(.)] Sex, id = 0.1, adj = -0.5)
# scatter plot of estimated random effects
pairs(fm1, ~ranef(.))

pairs.Ime Pairs Plot of an Ime Object pairs.Ime
Diagnostic plots for the linear mixed-effects fit are obtained. fohre argument
gives considerable flexibility in the type of plot specification. A conditioning
expression (on the right side of aperator) always implies that different panels
are used for each level of the conditioning factor, according to a Trellis display.
The expression on the right hand side of the formula, bef¢r@perator, must
evaluate to a data frame with at least two columns. If the data frame has two
columns, a scatter plot of the two variables is displayed (the Trellis function
xyplot is used). Otherwise, if more than two columns are present, a scatter plot
matrix with pairwise scatter plots of the columns in the data frame is displayed
(the Trellis functionsplom is used).
pairs(object, form, label, id, idLabels, grid, ...)

ARGUMENTS

object:  an object inheriting from clasine, representing a fitted linear mixed-effects
model.
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form: an optional one-sided formula specifying the desired type of plot. Any variable
present in the original data frame used to obtatifect can be referenced.
In addition, object itself can be referenced in the formula using the symbol
"" . Conditional expressions on the right of aperator can be used to define
separate panels in a Trellis display. The expression on the right hand side of
form , and to the left of thé operator, must evaluate to a data frame with at
least two columns. Default iscoef(.) , corresponding to a pairs plot of the
coefficients evaluated at the innermost level of nesting.

id:  an optional numeric value, or one-sided formula. If given as a value, itis used as
a significance level for an outlier test based on the Mahalanobis distances of the
estimated random effects. Groups with random effects distances greater than the
1-value percentile of the appropriate chi-square distribution are identified in the
plot usingidLabels . If given as a one-sided formula, its right hand side must
evaluate to a logical, integer, or character vector which is used to identify points
in the plot. If missing, no points are identified.

idLabels: an optional vector, or one-sided formula. If given as a vector, it is converted
to character and used to label the points identified accordirid tolf given
as a one-sided formula, its right hand side must evaluate to a vector which is
converted to character and used to label the identified points. Default is the
innermost grouping factor.

grid:  an optional logical value indicating whether a grid should be added to plot. De-
fault is FALSE

optional arguments passed to the Trellis plot function.

VALUE
a diagnostic Trellis plot.

NOTE
This function requires theellis library.

SEE ALSO
Ime, xyplot , splom

EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
# scatter plot of coefficients by gender, identifying

unusual subjects

pairs(fm1, ~ coef(.) | Sex, id = 0.1, adj = -0.5)

# scatter plot of estimated random effects

pairs(fm1, ~ ranef(.))
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pdBlocked Positive-Definite Block Diagonal Matrix pdBlocked

This function is a constructor for th®eiBlocked class, representing a positive-
definite block-diagonal matrix. Each block-diagonal element of the underlying
matrix is itself a positive-definite matrix and is represented internally as an indi-
vidualpdMat object. Whervalue isnumeric(0) , a list of uninitializedpdMat
objects, a list of one-sided formulas, or a list of vectors of character stohgs,

ject is returned as an uninitializegtBlocked object (with just some of its
attributes and its class defined) and needs to have its coefficients assigned later,
generally using theoef or matrix functions. Ifvalue is a list of initialized

pdMat objects,object will be constructed from the list obtained by applying
as.matrix  to each of thepdMat elements ofialue . Finally, if value is a list

of numeric vectors, they are assumed to represent the unrestricted coefficients of
the block-diagonal elements of the underlying positive-definite matrix.

pdBlocked(value, form, nam, data, pdClass)

ARGUMENTS

value:

form:

nam:

data:

pdClass:

an optional list with elements to be used asvhiee argument to othgsdMat
constructors. These includgidMat objects, positive-definite matrices, one-
sided linear formulas, vectors of character strings, or numeric vectors. All el-
ements in the list must be similar (e.g. all one-sided formulas, or all numeric
vectors). Defaults taumeric(0) , corresponding to an uninitialized object.

an optional list of one-sided linear formula specifying the row/column names for
the block-diagonal elements of the matrix representecbipct . Because fac-
tors may be present fiorm , the formulas needs to be evaluated on a data.frame
to resolve the names they defines. This argument is ignored vehen is a list

of one-sided formulas. Defaults KULL

an optional list of vector of character strings specifying the row/column names
for the block-diagonal elements of the matrix represented by object. Each of
its components must have length equal to the dimension of the corresponding
block-diagonal element and unreplicated elements. This argument is ignored
whenvalue is a list of vector of character strings. DefaultaNOLL

an optional data frame in which to evaluate the variables namealia and
form . It is used to obtain the levels fdaictors , which affect the dimensions
and the row/column names of the underlying matriNUfiLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.

an optional vector of character strings naminggtglat classes to be assigned
to the individual blocks in the underlying matrix. If a single class is specified, it
is used for all block-diagonal elements. This argument will only be used when
value is missing, or its elements are matMat objects. Defaults tépdSymm".
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VALUE
apdBlocked object representing a positive-definite block-diagonal matrix, also
inheriting from claspdMat .

SEE ALSO
as.matrix.pdMat , coef.pdMat , matrix<-.pdMat
EXAMPLE

pdl <- pdBlocked(list(diag(1:2), diag(c(0.1, 0.2, 0.3))),
nam = list(c("A","B"), c("al", "a2", "a3")))

pdClasses Positive-Definite Matrix Classes pdClasses

Standard classes of positive-definite matrigedat ) structures available in the
nime library.

STANDARD CLASSES

pdSymm: general positive-definite matrix, with no additional structure
pdDiag: diagonal

pdident:  multiple of an identity

pdCompSymm: compound symmetry structure (constant diagonal and constant off-diagonal
elements)

pdBlocked:  block-diagonal matrix, with diagonal blocks of any "atomm@iMat class

pdNatural: general positive-definite matrix in natural parametrization (i.e. parametrized
in terms of standard deviations and correlations). The underlying coefficients are
not unrestricted, so this class should NOT be used for optimization.

NOTE
Users may define their owmdMat classes by specifying@nstructor ~ func-
tion and, at a minimum, methods for the functigniConstruct , pdMatrix
andcoef . For examples of these functions, see the methods for clpgSgsm
andpdDiag .

SEE ALSO
pdCompSymmpdDiag , pdldent , pdNatural , pdSymm
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pdCompSymm Compound Symmetry PD Matrix pdCompSymm

This function is a constructor for thelCompSymnelass, representing a positive-
definite matrix with compound symmetry structure (constant diagonal and con-
stant off-diagonal elements). The underlying matrix is represented by 2 unre-
stricted parameters. Whealue is numeric(0) , an unitializedodMat object,

a one-sided formula, or a vector of character strimgyggct is returned as an
uninitialized pdCompSymnobject (with just some of its attributes and its class
defined) and needs to have its coefficients assigned later, generally using the
coef or matrix functions. Ifvalue is an initializedpdMat object, object

will be constructed fromas.matrix(value) . Finally, if value is a numeric
vector of length 2, it is assumed to represent the unrestricted coefficients of the
underlying positive-definite matrix.

pdCompSymm(value, form, nam, data)

ARGUMENTS

value:

form:

nam:

data:

VALUE

an optional initialization value, which can be any of the followingpdMat
object, a positive-definite matrix, a one-sided linear formula (with variables sep-
arated by+), a vector of character strings, or a numeric vector of length 2. De-
faults tonumeric(0) , corresponding to an uninitialized object.

an optional one-sided linear formula specifying the row/column names for the
matrix represented bybject . Because factors may be presenfdarm , the
formula needs to be evaluated on a data.frame to resolve the names it defines.
This argument is ignored whemlue is a one-sided formula. Defaults KyLL

an optional vector of character strings specifying the row/column names for the
matrix represented by object. It must have length equal to the dimension of the
underlying positive-definite matrix and unreplicated elements. This argument is
ignored whervalue is a vector of character strings. DefaultsNoLL

an optional data frame in which to evaluate the variables namedia and
form . It is used to obtain the levels fdaictors , which affect the dimensions
and the row/column names of the underlying matrixNUfLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.

a pdCompSymnobject representing a positive-definite matrix with compound
symmetry structure, also inheriting from clastviat .

SEE ALSO

as.matrix.pdMat , coef.pdMat , matrix<-.pdMat

159



EXAMPLE

pdl <- pdCompSymm(diag(3) + 1, nam = c("A","B","C"))
pdi

pdConstruct Construct pdMat Objects pdConstruct

This function is an alternative constructor for théMat class associated with
object and is mostly used internally in other functions. See the documentation
on the principal constructor function, generally with the same name ag thee

class of object.

pdConstruct(object, value, form, nam, data)
ARGUMENTS
object:  an object inheriting from claggiMat , representing a positive definite matrix.

value:  an optional initialization value, which can be any of the followingpdMat
object, a positive-definite matrix, a one-sided linear formula (with variables sep-
arated by+), a vector of character strings, or a numeric vector. Defaultaito
meric(0) , corresponding to an uninitialized object.

form: an optional one-sided linear formula specifying the row/column names for the
matrix represented bybject . Because factors may be presenfdrm , the
formula needs to be evaluated on a data.frame to resolve the names it defines.
This argument is ignored whemlue is a one-sided formula. Defaults KLL

nam: an optional vector of character strings specifying the row/column names for the
matrix represented by object. It must have length equal to the dimension of the
underlying positive-definite matrix and unreplicated elements. This argument is
ignored whervalue is a vector of character strings. Defaulta\oLL

data: an optional data frame in which to evaluate the variables namealia and
form . It is used to obtain the levels fdactors , which affect the dimensions
and the row/column names of the underlying matrixNUiLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.

VALUE
apdMat object representing a positive-definite matrix, inheriting from the same
classes asbject
SEE ALSO
pdCompSymmpdDiag , pdldent , pdNatural , pdSymm
EXAMPLE

pdl <- pdSymm()
pdConstruct(pdl, diag(1:4))
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pdConstruct.pdBlocked Construct pdBlocked pdConstruct.pdBlocked

This function give an alternative constructor for théBlocked class, repre-
senting a positive-definite block-diagonal matrix. Each block-diagonal element
of the underlying matrix is itself a positive-definite matrix and is represented in-
ternally as an individugbdMat object. Whervalue is numeric(0) , a list of
uninitializedpdMat objects, a list of one-sided formulas, or a list of vectors of
character stringsbject is returned as an uninitializediBlocked object (with

just some of its attributes and its class defined) and needs to have its coefficients
assigned later, generally using ttwef or matrix functions. Ifvalue is a list

of initialized pdMat objects,object will be constructed from the list obtained

by applyingas.matrix  to each of thepdMat elements ofvalue . Finally, if

value is a list of numeric vectors, they are assumed to represent the unrestricted
coefficients of the block-diagonal elements of the underlying positive-definite
matrix.

pdConstruct(object, value, form, nam, data, pdClass)

ARGUMENTS

object:

value:

form:

nam:

data:

an object inheriting from claspdBlocked , representing a positive definite
block-diagonal matrix.

an optional list with elements to be used asvhiee argument to othesdMat
constructors. These includgidMat objects, positive-definite matrices, one-
sided linear formulas, vectors of character strings, or numeric vectors. All el-
ements in the list must be similar (e.g. all one-sided formulas, or all numeric
vectors). Defaults taumeric(0) , corresponding to an uninitialized object.

an optional list of one-sided linear formula specifying the row/column names for
the block-diagonal elements of the matrix representecbipct . Because fac-
tors may be present fiorm , the formulas needs to be evaluated on a data.frame
to resolve the names they defines. This argument is ignored vahen is a list

of one-sided formulas. Defaults MULL

an optional list of vector of character strings specifying the row/column names

for the block-diagonal elements of the matrix represented by object. Each of
its components must have length equal to the dimension of the corresponding
block-diagonal element and unreplicated elements. This argument is ignored
whenvalue is a list of vector of character strings. DefaultaNOLL

an optional data frame in which to evaluate the variables namealia and
form . It is used to obtain the levels fdactors , which affect the dimensions
and the row/column names of the underlying matrixNUfLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.
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pdClass:

VALUE

an optional vector of character strings naminggdtiglat classes to be assigned
to the individual blocks in the underlying matrix. If a single class is specified, it
is used for all block-diagonal elements. This argument will only be used when
value is missing, or its elements are matMat objects. Defaults t¢pdSymm".

apdBlocked object representing a positive-definite block-diagonal matrix, also
inheriting from claspdMat .

SEE ALSO

as.matrix.pdMat , coef.pdMat , matrix<-.pdMat

EXAMPLE

pdl <- pdBlocked(list(c("A","B"), c("al", "a2", "a3")))
pdConstruct(pdl, list(diag(1:2), diag(c(0.1, 0.2, 0.3))))

pdDiag

Diagonal Positive-Definite Matrix pdDiag

This function is a constructor for thedDiag class, representing a diagonal
positive-definite matrix. If the matrix associated withject is of dimension

n, it is represented by n unrestricted parameters, given by the logarithm of the
square-root of the diagonal values. Wheitue is numeric(0) , an uninitial-
izedpdMat object, a one-sided formula, or a vector of character stristgsct

is returned as an uninitializgdiDiag object (with just some of its attributes and

its class defined) and needs to have its coefficients assigned later, generally using
thecoef ormatrix functions. Ifvalue is an initializedpdMat object,object

will be constructed fromas.matrix(value) . Finally, if value is a numeric
vector, it is assumed to represent the unrestricted coefficients of the underlying
positive-definite matrix.

pdDiag(value, form, nam, data)

ARGUMENTS

value:

form:

nam:

an optional initialization value, which can be any of the followingpdMat
object, a positive-definite matrix, a one-sided linear formula (with variables sep-
arated by+), a vector of character strings, or a numeric vector of length equal
to the dimension of the underlying positive-definite matrix. Defaultaito
meric(0) , corresponding to an uninitialized object.

an optional one-sided linear formula specifying the row/column names for the
matrix represented bybject . Because factors may be presenfdrm , the
formula needs to be evaluated on a data.frame to resolve the names it defines.
This argument is ignored whemlue is a one-sided formula. Defaults KJLL

an optional vector of character strings specifying the row/column names for the
matrix represented by object. It must have length equal to the dimension of the
underlying positive-definite matrix and unreplicated elements. This argument is
ignored whervalue is a vector of character strings. DefaultaNoLL
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data: an optional data frame in which to evaluate the variables nameadiis and
form . It is used to obtain the levels fdaictors , which affect the dimensions
and the row/column names of the underlying matrixNUfLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.

VALUE
apdDiag object representing a diagonal positive-definite matrix, also inheriting
from classpdMat .

SEE ALSO
as.matrix.pdMat , coef.pdMat , matrix<-.pdMat
EXAMPLE
pdl <- pdDiag(diag(1:3), nam = c("A","B","C"))
pdi
pdFactor Square-Root Factor of a Positive-Definite Matrix pdFactor

A square-root factor of the positive-definite matrix representedtdjgct is
obtained. Letting= denote a positive-definite matrix, a square-root factaEof
is any square matrif such tha® = L'L. This function extractd..

pdFactor(object, ...)
ARGUMENTS

object:  an object inheriting from clagsdMat, representing a positive definite matrix,
which must have been initialized (i.length(coef(object)) > 0 ).

some methods for the generic function may require additional arguments.

VALUE
a vector with a square-root factor of the positive-definite matrix associated with

object stacked column-wise.

NOTE
This function is used intensively in optimization algorithms and its value is re-
turned as a vector for efficiency reasons. phisatrix  function can be used to
obtain square-root factors in matrix form.

SEE ALSO
pdMatrix

EXAMPLE

pdl <- pdCompSymm(4 * diag(3) + 1)
pdFactor(pd1)
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pdFactor.reStruct reStruct Factors pdFactor.reStruct

This method function extracts square-root factors of the positive-definite matri-
ces corresponding to thelMat elements obbject

pdFactor(object)

ARGUMENTS

object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list @idMat objects.

VALUE
a vector with square-root factors of the positive-definite matrices corresponding
to the elements afbject stacked column-wise.

NOTE
This function is used intensively in optimization algorithms and its value is re-
turned as a vector for efficiency reasons. phiMatrix function can be used to
obtain square-root factors in matrix form.

SEE ALSO
pdMatrix.reStruct , pdFactor.pdMat
EXAMPLE

rsl <- reStruct(pdSymm(diag(3), form= ~ Sex+age, data=Orthodont))
pdFactor(rsl)

pdident Multiple of an Identity Positive-Definite Matrix pdident

This function is a constructor for thedident class, representing a multiple

of the identity positive-definite matrix. The matrix associated witfect is
represented by 1 unrestricted parameter, given by the logarithm of the square-
root of the diagonal value. Whemalue isnumeric(0) , an uninitializecbdMat
object, a one-sided formula, or a vector of character strisigect is returned

as an uninitializeghdident object (with just some of its attributes and its class
defined) and needs to have its coefficients assigned later, generally using the
coef or matrix functions. Ifvalue is an initializedpdMat object, object

will be constructed fromas.matrix(value) . Finally, if value is a numeric
value, it is assumed to represent the unrestricted coefficient of the underlying
positive-definite matrix.

pdident(value, form, nam, data)

ARGUMENTS
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value: an optional initialization value, which can be any of the followingpdMat
object, a positive-definite matrix, a one-sided linear formula (with variables sep-
arated by+), a vector of character strings, or a numeric value. Defaultaito
meric(0) , corresponding to an uninitialized object.

form: an optional one-sided linear formula specifying the row/column names for the
matrix represented bybject . Because factors may be presenfdrm , the
formula needs to be evaluated on a data.frame to resolve the names it defines.
This argument is ignored whemlue is a one-sided formula. Defaults KJLL

nam: an optional vector of character strings specifying the row/column names for the
matrix represented by object. It must have length equal to the dimension of the
underlying positive-definite matrix and unreplicated elements. This argument is
ignored whervalue is a vector of character strings. DefaultaNOLL

data: an optional data frame in which to evaluate the variables namedus and
form . It is used to obtain the levels féactors , which affect the dimensions
and the row/column names of the underlying matrixNUiLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.

VALUE

apdident object representing a multiple of the identity positive-definite matrix,
also inheriting from claspdMat .

SEE ALSO
as.matrix.pdMat , coef.pdMat , matrix<-.pdMat

EXAMPLE
pdl <- pdident(4 * diag(3), nham = c("A","B","C"))
pdi
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pdMat

Positive-Definite Matrix pdMat

This function gives an alternative way of constructing an object inheriting from
thepdMat class named ipdClass , or fromdata.class(object) if object
inherits frompdMat , and is mostly used internally in other functions. See the
documentation on the principal constructor function, generally with the same
name as thedMat class of object.

pdMat(value, form, nam, data, pdClass)

ARGUMENTS

value:

form:

nam:

data:

pdClass:

VALUE

an optional initialization value, which can be any of the followingpdMat
object, a positive-definite matrix, a one-sided linear formula (with variables sep-
arated by+), a vector of character strings, or a numeric vector. Defaultgito
meric(0) , corresponding to an uninitialized object.

an optional one-sided linear formula specifying the row/column names for the
matrix represented bgbject . Because factors may be presentdmm , the
formula needs to be evaluated on a data.frame to resolve the names it defines.
This argument is ignored whemlue is a one-sided formula. Defaults KLL

an optional vector of character strings specifying the row/column names for the
matrix represented by object. It must have length equal to the dimension of the
underlying positive-definite matrix and unreplicated elements. This argument is
ignored whervalue is a vector of character strings. Defaulta\NoLL

an optional data frame in which to evaluate the variables namedlia and
form . It is used to obtain the levels fdaictors , which affect the dimensions
and the row/column names of the underlying matrixNUfLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.

an optional character string naming thdMat class to be assigned to the re-
turned object. This argument will only be used wheifue is not apdMat
object. Defaults tdpdSymm".

apdMat object representing a positive-definite matrix, inheriting from the class
named impdClass , or from class(object) , if object  inherits frompdMat .

SEE ALSO

pdCompSymmpdDiag , pdident , pdNatural , pdSymm

EXAMPLE

pdl <- pdMat(diag(1:4), pdClass = "pdDiag")
pdi
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pdMatrix

pdMat Matrix or Square-Root Factor pdMatrix

The positive-definite matrix representeddiyject , or a square-root factor of it
is obtained. Letting: denote a positive-definite matrix, a square-root factor of
3 is any square matrit such that= = L' L. This function extract or L.

pdMatrix(object, fact, ...)

ARGUMENTS
object:  an object inheriting from clagsiMat , representing a positive definite matrix.
fact:  an optional logical value. ITRUE a square-root factor of the positive-definite
matrix represented bybject is returned; else, IFALSE, the positive-definite
matrix is returned. Defaults tBALSE
some methods for the generic function may require additional arguments.
VALUE
if fact is FALSEthe positive-definite matrix representeddbject is returned;
else a square-root of the positive-definite matrix is returned.
SEE ALSO
as.matrix.pdMat , pdFactor , corMatrix
EXAMPLE
pdl <- pdSymm(diag(1:4))
pdMatrix(pd1)
pdMatrix.reStruct reStruct Matrix or Square-Root Factor pdMatrix.reStruct
This method function extracts the positive-definite matrices corresponding to
the pdMat elements obbject , or square-root factors of the positive-definite
matrices.
pdMatrix(object, fact)
ARGUMENTS
object:  an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.
fact:  an optional logical value. ITRUE square-root factors of the positive-definite
matrices represented by the elementsipéct are returned; else, FALSE, the
positive-definite matrices are returned. DefaultA0SE.
VALUE

a list with components given by the positive-definite matrices corresponding to
the elements ofbject , or square-root factors of the positive-definite matrices.
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SEE ALSO

as.matrix.reStruct , reStruct , pdMatrix.pdMat

EXAMPLE
rsl <- reStruct(pdSymm(diag(3), form= ~ Sex+age, data=Orthodont))
pdMatrix(rs1)

pdNatural General PD Matrix in Natural Parametrization pdNatural

This function is a constructor for thedNatural  class, representing a gen-
eral positive-definite matrix, using a natural parametrization . If the matrix as-
sociated withobject is of ordern, it is represented by.(n + 1)/2 param-
eters. LettingX;; denote theij-th element of the underlying positive defi-
nite matrix andp;; = X,;/4/3;%;;, ¢ # j denote the associatembrre-
lations the natural parameters are given byg(X;;)/2, ¢ = 1,...,n and
log((1 + psj)/(1 — psij)), @ # 7. Note that all natural parameters are individ-
ually unrestricted, but not jointly unrestricted (meaning that not all unrestricted
vectors would give positive-definite matrices). Therefore, this parametrization
should NOT be used for optimization. It is mostly used for deriving approx-
imate confidence intervals on parameters following the optimization of an ob-
jective function. Whervalue is numeric(0) , an uninitializedpdMat object,

a one-sided formula, or a vector of character strimfyect is returned as an
uninitialized pdSymmobject (with just some of its attributes and its class de-
fined) and needs to have its coefficients assigned later, generally usicupthe

or matrix  functions. Ifvalue is an initializedpdMat object,object  will be
constructed fromas.matrix(value) . Finally, if value is a numeric vector, it

is assumed to represent the natural parameters of the underlying positive-definite
matrix.

pdNatural(value, form, nam, data)

ARGUMENTS

value:

form:

nam:

an optional initialization value, which can be any of the followingpdMat
object, a positive-definite matrix, a one-sided linear formula (with variables sep-
arated by+), a vector of character strings, or a numeric vector. Defauligito
meric(0) , corresponding to an uninitialized object.

an optional one-sided linear formula specifying the row/column names for the
matrix represented bybject . Because factors may be presenfdrm , the
formula needs to be evaluated on a data.frame to resolve the names it defines.
This argument is ignored whemlue is a one-sided formula. Defaults KyLL

an optional vector of character strings specifying the row/column names for the
matrix represented by object. It must have length equal to the dimension of the
underlying positive-definite matrix and unreplicated elements. This argument is
ignored whervalue is a vector of character strings. DefaultaNoLL
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data:

VALUE

an optional data frame in which to evaluate the variables namealus and
form . It is used to obtain the levels fdaictors , which affect the dimensions
and the row/column names of the underlying matrixNUfLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.

a pdNatural  object representing a general positive-definite matrix in natural
parametrization, also inheriting from clgstMat .

SEE ALSO

as.matrix.pdMat , coef.pdMat , matrix<-.pdMat

EXAMPLE

pdNatural(diag(1:3))

pdSymm

General Positive-Definite Matrix pdSymm

This function is a constructor for tiglSymmclass, representing a general positive-
definite matrix. If the matrix associated wittbject is of ordern, it is rep-
resented byn(n + 1)/2 unrestricted parameters, using the matrix-logarithm
parametrization described in Pinheiro and Bates (1996). Whiele is nu-
meric(0) , an uninitializedpdMat object, a one-sided formula, or a vector of
character stringspbject is returned as an uninitializegsHSymmobject (with

just some of its attributes and its class defined) and needs to have its coefficients
assigned later, generally using tteef ormatrix functions. Ifvalue is an ini-
tialized pdMat object,object will be constructed fromas.matrix(value)

Finally, if value is a numeric vector, it is assumed to represent the unrestricted
coefficients of the matrix-logarithm parametrization of the underlying positive-
definite matrix.

pdSymm(value, form, nam, data)

ARGUMENTS

value:

form:

nam:

an optional initialization value, which can be any of the followingpdMat
object, a positive-definite matrix, a one-sided linear formula (with variables sep-
arated by+), a vector of character strings, or a numeric vector. Defaultgi{o
meric(0) , corresponding to an uninitialized object.

an optional one-sided linear formula specifying the row/column names for the
matrix represented bybject . Because factors may be presenfdrnm , the
formula needs to be evaluated on a data.frame to resolve the names it defines.
This argument is ignored whemlue is a one-sided formula. Defaults KJLL

an optional vector of character strings specifying the row/column names for the
matrix represented by object. It must have length equal to the dimension of the
underlying positive-definite matrix and unreplicated elements. This argument is
ignored whervalue is a vector of character strings. DefaultaNoLL
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data: an optional data frame in which to evaluate the variables nameadiis and
form . It is used to obtain the levels fdaictors , which affect the dimensions
and the row/column names of the underlying matrixNUfLL, no attempt is made
to obtain information offiactors  appearing the random effects model. Defaults
to parent frame from which the function was called.

VALUE
a pdSymmobject representing a general positive-definite matrix, also inheriting
from classpdMat .

REFERENCES
Pinheiro, J.C. and Bates., D.M. (1996) "Unconstrained Parametrizations for Variance
Covariance Matrices”, Statistics and Computing, 6, 289-296.

SEE ALSO
as.matrix.pdMat , coef.pdMat , matrix<-.pdMat

EXAMPLE

pdl <- pdSymm(diag(1:3), nam = c("A","B","C"))
pdi

plot.ACF Plot an ACF Object plot. ACF

anxyplot of the autocorrelations versus the lags, witbe = "h" , is pro-
duced. Ifalpha > 0 , curves representing the critical limits for a two-sided test
of levelalpha for the autocorrelations are added to the plot.

plot(object, alpha, xlab, ylab, grid, ...)
ARGUMENTS

object:  an object inheriting from classCF, consisting of a data frame with two columns
namedag andACF representing the autocorrelation values and the correspond-
ing lags.

alpha:  an optional numeric value with the significance level for testing if the autocorre-
lations are zero. Lines corresponding to the lower and upper critical values for a
test of levelalpha are added to the plot. Default@s in which case no lines are
plotted.

xlab,ylab: optional character strings with the x- and y-axis labels. Default respectively
to"Lag" and"Autocorrelation”

grid:  an optional logical value indicating whether a grid should be added to plot. De-
faults toFALSE

optional arguments passed to typlot  function.
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VALUE
anxyplot  Trellis plot.

NOTE
This function requires theellis library.
SEE ALSO
ACF xyplot
EXAMPLE
fml <- Ime(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary)

plot(ACF(fm1, maxLag = 10), alpha = 0.01)

plot.augPred Plot augPred Object plot.augPred

A Trellis xyplot  of predictions versus primary covariate is generated, with a
different panel for each value of the grouping factor. Predicted values are joined
by lines, with different line types (colors) being used for each level of grouping.
Original observations are represented by circles.

plot(x, key, grid, ...)
ARGUMENTS
X: an object of clasaugPred .

key: an optional logical value, or list. I[FRUE a legend is included at the top of the
plot indicating which symbols (colors) correspond to which prediction levels.
If FALSE, no legend is included. If given as a liggy is passed down as an
argument to therellis function generating the plotsyplot ). Defaults to
TRUE

grid:  an optional logical value indicating whether a grid should be added to plot. De-
faults toFALSE

optional arguments passed down to tiadlis function generating the plots.

VALUE
A Trellis plot of predictions versus primary covariate, with panels determined by
the grouping factor.

SEE ALSO
augPred , xyplot

EXAMPLE

fml <- Ime(Orthodont)
plot(augPred(fml, level = 0:1, length.out = 2))

171



plot.compareFits Plot a compareFits Object plot.compareFits

A Trellis dotplot  of the values being compared, with different rows per group,
is generated, with a different panel for each coefficient. Different symbols (col-
ors) are used for each object being compared.

plot(object, subset, key, mark, ...)

ARGUMENTS
object: an object of classompareFits
subset:  an optional logical or integer vector specifying which rowsobfect should
be used in the plots. If missing, all rows are used.
key: an optional logical value, or list. TRUE a legend is included at the top of
the plot indicating which symbols (colors) correspond to which objects being
compared. IfFALSE, no legend is included. If given as a ligky is passed
down as an argument to thellis function generating the plotsdtplot ).
Defaults toTRUE
mark: an optional numeric vector, of length equal to the number of coefficients be-
ing compared, indicating where vertical lines should be drawn in the plots. If
missing, no lines are drawn.
optional arguments passed down to tiedis function generating the plots.
VALUE
A Trellis dotplot  of the values being compared, with rows determined by the
groups and panels by the coefficients.
SEE ALSO
compareFits ,pairs.compareFits , dotplot
EXAMPLE

fml <- ImList(Orthodont)
fm2 <- Ime(Orthodont)
plot(compareFits(coef(fml), coef(fm2)))
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plot.gls Plot a gls Object plot.gls

Diagnostic plots for the linear model fit are obtained. Tdven argument gives
considerable flexibility in the type of plot specification. A conditioning expres-
sion (on the right side of a operator) always implies that different panels are
used for each level of the conditioning factor, according to a Trellis display. If
form is a one-sided formula, histograms of the variable on the right hand side of
the formula, before & operator, are displayed (the Trellis functibistogram

is used). Ifform is two-sided and both its left and right hand side variables
are numeric, scatter plots are displayed (the Trellis functigmot is used).
Finally, if form is two-sided and its left had side variable is a factor, box-plots
of the right hand side variable by the levels of the left hand side variable are
displayed (the Trellis functiobhwplot is used).

plot(object, form, abline, id, idLabels, idResType, grid, ...)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

form:  an optional formula specifying the desired type of plot. Any variable present in
the original data frame used to obtaibject can be referenced. In addition,
object itself can be referenced in the formula using the synitiol. Condi-
tional expressions on the right of|jaoperator can be used to define separate
panels in a Trellis display. Defaultissid(., type = "p") ~fitted(.) ,
corresponding to a plot of the standardized residuals versus fitted values, both
evaluated at the innermost level of nesting.

abline:  an optional numeric value, or numeric vector of length two. If given as a single
value, a horizontal line will be added to the plot at that coordinate; else, if given
as a vector, its values are used as the intercept and slope for a line added to the
plot. If missing, no lines are added to the plot.

id:  an optional numeric value, or one-sided formula. If given as a value, it is used
as a significance level for a two-sided outlier test for the standardized residu-
als. Observations with absolute standardized residuals greater thaidthe
quantile of the standard normal distribution are identified in the plot uging
Labels . If given as a one-sided formula, its right hand side must evaluate to a
logical, integer, or character vector which is used to identify observations in the
plot. If missing, no observations are identified.

idLabels: an optional vector, or one-sided formula. If given as a vector, it is converted
to character and used to label the observations identified accordidg. tdf
given as a one-sided formula, its right hand side must evaluate to a vector which
is converted to character and used to label the identified observations. Default is
the innermost grouping factor.
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idResType: an optional character string specifying the type of residuals to be used in

identifying outliers, whend is a numeric value. Ifpearson" , the standard-

ized residuals (raw residuals divided by the corresponding standard errors) are
used; else, ifnormalized" , the normalized residuals (standardized residuals
pre-multiplied by the inverse square-root factor of the estimated error correla-
tion matrix) are used. Partial matching of arguments is used, so only the first
character needs to be provided. Defaultytmarson”

grid:  an optional logical value indicating whether a grid should be added to plot. De-
fault depends on the type of Trellis plot usedxyplot defaults toTRUE else
defaults toFALSE
optional arguments passed to the Trellis plot function.
VALUE
a diagnostic Trellis plot.
NOTE
This function requires theellis library.
SEE ALSO
gls , xyplot , bwplot , histogram
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
# standardized residuals versus fitted values by Mare
plot(fm1, resid(., type = "p") ~ fitted(.) | Mare, abline = 0)

# box-plots of residuals by Mare

plot(fm1, Mare ~ resid(.))

# observed versus fitted values by Mare

plot(fm1, follicles ~ fitted(.) | Mare, abline = ¢(0,1))
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plot.intervals.ImList Plot ImList Confidence Intervals  plot.intervals.ImList

A Trellis dot-plot of the confidence intervals on the linear model coefficients
is generated, with a different panel for each coefficient. Rows in the dot-plot
correspond to the names of the components of thénList object used to
produceobject . The lower and upper confidence limits are connected by a
line segment and the estimated coefficients are marked with aThe Trellis
functiondotplot is used in this method function.

plot(object, ...)
ARGUMENTS

object:  an object inheriting from classtervals.ImList , representing confidence
intervals and estimates for the the coefficients inltheeomponents of thén-
List object used to produasbject

optional arguments passed to the Trallitplot  function.

VALUE
a Trellis plot with the confidence intervals on the coefficients of the individual
Im components of thenList  that generatedbject

NOTE
This function requires theellis library.

SEE ALSO
intervals.ImList , ImList , dotplot

EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
plot(intervals(fm1))
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plot.ImList Plot an ImList Object plot.ImList

Diagnostic plots for the linear model fits corresponding todhiect compo-
nents are obtained. THerm argument gives considerable flexibility in the type

of plot specification. A conditioning expression (on the right side|obaerator)
always implies that different panels are used for each level of the conditioning
factor, according to a Trellis display. fidrm is a one-sided formula, histograms

of the variable on the right hand side of the formula, beforeoperator, are dis-
played (the Trellis functiohistogram is used). Ifform is two-sided and both

its left and right hand side variables are numeric, scatter plots are displayed (the
Trellis functionxyplot is used). Finally, ifform is two-sided and its left had
side variable is a factor, box-plots of the right hand side variable by the levels of
the left hand side variable are displayed (the Trellis funcheplot is used).

plot(object, form, abline, id, idLabels, grid, ...)

ARGUMENTS

object:

form:

abline:

idLabels:

an object inheriting from cladaList , representing a list din objects with a
common model.

an optional formula specifying the desired type of plot. Any variable present in
the original data frame used to obtaibject can be referenced. In addition,
object itself can be referenced in the formula using the synitiol. Condi-
tional expressions on the right of|jaoperator can be used to define separate
panels in a Trellis display. Default igsid(., type = "pool") ~ fit-

ted(.) , corresponding to a plot of the standardized residuals (using a pooled
estimate for the residual standard error) versus fitted values.

an optional numeric value, or numeric vector of length two. If given as a single
value, a horizontal line will be added to the plot at that coordinate; else, if given
as a vector, its values are used as the intercept and slope for a line added to the
plot. If missing, no lines are added to the plot.

an optional numeric value, or one-sided formula. If given as a value, it is used
as a significance level for a two-sided outlier test for the standardized residuals.
Observations with absolute standardized residuals greater than the 1 - value/2
quantile of the standard normal distribution are identified in the plot uging
Labels . If given as a one-sided formula, its right hand side must evaluate to a
logical, integer, or character vector which is used to identify observations in the
plot. If missing, no observations are identified.

an optional vector, or one-sided formula. If given as a vector, it is converted
to character and used to label the observations identified accordidg. tdf
given as a one-sided formula, its right hand side must evaluate to a vector which
is converted to character and used to label the identified observations. Default is
getGroups(object)
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grid:  an optional logical value indicating whether a grid should be added to plot. De-
fault depends on the type of Trellis plot usedxyplot defaults toTRUE else
defaults toFALSE

optional arguments passed to the Trellis plot function.

VALUE
a diagnostic Trellis plot.

NOTE
This function requires theellis library.

SEE ALSO
ImList , xyplot , bwplot , histogram

EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)

# standardized residuals versus fitted values by gender

plot(fm1, resid(., type = "pool") ~ fitted(.)] Sex,
abline = 0, id = 0.05)

# box-plots of residuals by Subject

plot(fm1, Subject ~ resid(.))
# observed versus fitted values by Subject
plot(fm1, distance ~ fitted(.)] Subject, abline = c¢(0,1))
plot.Ime Plot an Ime Object plot.Ime

Diagnostic plots for the linear mixed-effects fit are obtained. fohe argument
gives considerable flexibility in the type of plot specification. A conditioning
expression (on the right side of aperator) always implies that different panels
are used for each level of the conditioning factor, according to a Trellis display. If
form is a one-sided formula, histograms of the variable on the right hand side of
the formula, before & operator, are displayed (the Trellis functiistogram

is used). Ifform is two-sided and both its left and right hand side variables
are numeric, scatter plots are displayed (the Trellis functigiot  is used).
Finally, if form is two-sided and its left had side variable is a factor, box-plots
of the right hand side variable by the levels of the left hand side variable are
displayed (the Trellis functiobwplot is used).

plot(object, form, abline, id, idLabels, idResType, grid, ...)
ARGUMENTS

object:  an object inheriting from clasiene, representing a fitted linear mixed-effects
model.
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form:

abline:

idLabels:

an optional formula specifying the desired type of plot. Any variable present in
the original data frame used to obtaibject can be referenced. In addition,
object itself can be referenced in the formula using the synitiol. Condi-

tional expressions on the right of|aoperator can be used to define separate
panels in a Trellis display. Default issid(., type = "p") ~fitted(.)

, corresponding to a plot of the standardized residuals versus fitted values, both
evaluated at the innermost level of nesting.

an optional numeric value, or numeric vector of length two. If given as a single
value, a horizontal line will be added to the plot at that coordinate; else, if given
as a vector, its values are used as the intercept and slope for a line added to the
plot. If missing, no lines are added to the plot.

an optional numeric value, or one-sided formula. If given as a value, it is used
as a significance level for a two-sided outlier test for the standardized residu-
als. Observations with absolute standardized residuals greater thaidthe
guantile of the standard normal distribution are identified in the plot uding
Labels . If given as a one-sided formula, its right hand side must evaluate to a
logical, integer, or character vector which is used to identify observations in the
plot. If missing, no observations are identified.

an optional vector, or one-sided formula. If given as a vector, it is converted
to character and used to label the observations identified accordidg. tdf
given as a one-sided formula, its right hand side must evaluate to a vector which
is converted to character and used to label the identified observations. Default is
the innermost grouping factor.

idResType:  an optional character string specifying the type of residuals to be used in

identifying outliers, whend is a numeric value. Ifpearson" , the standard-

ized residuals (raw residuals divided by the corresponding standard errors) are
used; else, ifnormalized" , the normalized residuals (standardized residuals
pre-multiplied by the inverse square-root factor of the estimated error correla-
tion matrix) are used. Partial matching of arguments is used, so only the first
character needs to be provided. Defaultytmarson”

grid:  an optional logical value indicating whether a grid should be added to plot. De-
fault depends on the type of Trellis plot usedxyplot defaults toTRUE else
defaults toFALSE
optional arguments passed to the Trellis plot function.

VALUE
a diagnostic Trellis plot.

NOTE
This function requires theellis library.
SEE ALSO

Ime, xyplot , bwplot , histogram
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EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)

# standardized residuals versus fitted values by gender

plot(fm1, resid(., type = "p") ~ fitted(.) | Sex, abline = 0)

# box-plots of residuals by Subject

plot(fm1, Subject ~ resid(.))

# observed versus fitted values by Subject

plot(fm1, distance ~ fitted(.) | Subject, abline = ¢(0,1))
plot.nffGroupedData Plot nffGroupedData Object plot.nffGroupedData

A Trellis dot-plot of the response by group is generated. If outer variables are
specified, the combination of their levels are used to determine the panels of the
Trellis display. The Trellis functiodotplot  is used.

plot(x, outer, inner, innerGroups, xlab, ylab, strip, panel,
key, ...)

ARGUMENTS

X:

outer:

inner:

an object inheriting from claggfGroupedData , representing groupedData
object with a factor primary covariate and a single grouping level.

an optional logical value or one-sided formula, indicating covariates that are
outer to the grouping factor, which are used to determine the panels of the Trellis
plot. If equal toTRUE attr(object, "outer") is used to indicate the outer
covariates. An outer covariate is invariant within the sets of rows defined by
the grouping factor. Ordering of the groups is done in such a way as to preserve
adjacency of groups with the same value of the outer variables. DefaNits to
meaning that no outer covariates are to be used.

an optional logical value or one-sided formula, indicating a covariate that is inner
to the grouping factor, which is used to associate points within each panel of the
Trellis plot. If equal tOTRUE attr(object, "outer") is used to indicate the
inner covariate. An inner covariate can change within the sets of rows defined by
the grouping factor. Defaults 0ULL, meaning that no inner covariate is present.

innerGroups: an optional one-sided formula specifying a factor to be used for group-

xlab:

ylab:

ing the levels of thenner covariate. Different colors, or symbols, are used
for each level of theénnerGroups factor. Default iSNULL, meaning that no
innerGroups ~ covariate is present.

an optional character string with the label for the horizontal axis. Default is
they elements of ‘attr(object, "labels”)’ anattr(object, "units") pasted
together.

an optional character string with the label for the vertical axis. Default is the
grouping factor name.
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strip: an optional function passed as tstep argument to thelotplot  function.
Default is ‘strip.default(..., style = 1)’ (seeellis.args ).

panel:  an optional function used to generate the individual panels in the Trellis display,
passed as theanel argument to thelotplot  function.

key: an optional logical function or function. [fRUEand eithefinner or inner-
Groups are nonNULL, a legend for the differeribner  (innerGroups ) levels
is included at the top of the plot. If given as a function, it is passed akethe
argument to thelotplot  function. Default iSTRUEIs eitherinner or inner-
Groups are nonNULL andFALSE otherwise.
optional arguments passed to theplot  function.
VALUE
a Trellis dot-plot of the response by group.
NOTE

This function requires theellis library.

REFERENCES
Bates, D.M. and Pinheiro, J.C. (1997), "Software Design for Longitudinal Data”,
in "Modelling Longitudinal and Spatially Correlated Data: Methods, Applica-
tions and Future Directions”, T.G. Gregoire (ed.), Springer-Verlag, New York.
Pinheiro, J.C. and Bates, D.M. (1997) "Future Directions in Mixed-Effects Soft-
ware: Design of NLME 3.0 available at http://nime.stat.wisc.edu.

SEE ALSO
groupedData , dotplot

EXAMPLE

plot(Machines)
plot(Machines, inner = TRUE)
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plot.nfnGroupedData Plot nfnGroupedData Object  plot.nfnGroupedData

A Trellis plot of the response versus the primary covariate is generated. If outer
variables are specified, the combination of their levels are used to determine
the panels of the Trellis display. Otherwise, the levels of the grouping variable
determine the panels. A scatter plot of the response versus the primary covariate
is displayed in each panel, with observations corresponding to same inner group
joined by line segments. The Trellis functigyplot is used.

plot(x, outer, inner, innerGroups, xlab, ylab, strip, aspect,
panel, key, grid, ...)

ARGUMENTS

X:

outer:

inner:

an object inheriting from clasgnGroupedData , representing groupedData
object with a numeric primary covariate and a single grouping level.

an optional logical value or one-sided formula, indicating covariates that are
outer to the grouping factor, which are used to determine the panels of the Trellis
plot. If equal toTRUE attr(object, "outer") is used to indicate the outer
covariates. An outer covariate is invariant within the sets of rows defined by
the grouping factor. Ordering of the groups is done in such a way as to preserve
adjacency of groups with the same value of the outer variables. DefaNit# to
meaning that no outer covariates are to be used.

an optional logical value or one-sided formula, indicating a covariate that is inner
to the grouping factor, which is used to associate points within each panel of the
Trellis plot. If equal toTRUE attr(object, "outer") is used to indicate the
inner covariate. An inner covariate can change within the sets of rows defined by
the grouping factor. Defaults ULL, meaning that no inner covariate is present.

innerGroups: an optional one-sided formula specifying a factor to be used for group-

ing the levels of theénner covariate. Different colors, or line types, are used
for each level of theénnerGroups factor. Default iSNULL, meaning that no
innerGroups  covariate is present.

xlab, ylab: optional character strings with the labels for the plot. Default is the cor-

strip:

aspect:

panel:

responding elements of ‘attr(object, "labels”)’ aatk(object, "units")
pasted together.

an optional function passed as thigip argument to theyplot function.
Default is ‘strip.default(..., style = 1)’ (saeellis.args ).

an optional character string indicating the aspect ratio for the plot passed as
the aspect argument to thexyplot function. Default is"xy" (seetrel-
lis.args ).

an optional function used to generate the individual panels in the Trellis display,
passed as theanel argument to theyplot function.
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key: an optional logical function or function. FRUEandinnerGroups is non-
NULL, a legend for the differerihnerGroups levels is included at the top of
the plot. If given as a function, it is passed as khg argument to theyplot
function. Default iSTRUEIf innerGroups  is honNULL andFALSE otherwise.

grid:  an optional logical value indicating whether a grid should be added to plot. De-
faults toTRUE

optional arguments passed to ttyplot  function.

VALUE
a Trellis plot of the response versus the primary covariate.
NOTE
This function requires theellis library.
REFERENCES

Bates, D.M. and Pinheiro, J.C. (1997), "Software Design for Longitudinal Data”,
in "Modelling Longitudinal and Spatially Correlated Data: Methods, Applica-
tions and Future Directions”, T.G. Gregoire (ed.), Springer-Verlag, New York.
Pinheiro, J.C. and Bates, D.M. (1997) "Future Directions in Mixed-Effects Soft-
ware: Design of NLME 3.0” available at http://nlme.stat.wisc.edu.

SEE ALSO
groupedData , xyplot

EXAMPLE

# different panels per Subject
plot(Orthodont)

# different panels per gender
plot(Orthodont, outer = TRUE)
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plot.nmGroupedData Plot nmGroupedData Object plot.nmGroupedData

The groupedData object is summarized by the values of tliplayLevel

grouping factor (or the combination of its values and the values of the covariate
indicated inpreserve , if any is present). The collapsed data is used to produce
a newgroupedData object, with grouping factor given by thiisplayLevel

factor, which is plotted using the appropriatet method forgroupedData
objects with single level of grouping.

plot(x, collapseLevel, displayLevel, outer, inner, preserve,
FUN, subset, grid, ...)

ARGUMENTS

X:

an object inheriting from classmGroupedData , representing groupedData
object with multiple grouping factors.

collapseLevel: an optional positive integer or character string indicating the grouping

level to use when collapsing the data. Level values increase from outermost to
innermost grouping. Default is the highest or innermost level of grouping.

displayLevel: an optional positive integer or character string indicating the grouping

outer:

inner:

preserve:

level to use for determining the panels in the Trellis display, wbeter is
missing. Default izollapseLevel

an optional logical value or one-sided formula, indicating covariates that are
outer to thedisplayLevel grouping factor, which are used to determine the
panels of the Trellis plot. If equal ftRUE thedisplayLevel  elementttr(object,
"outer")  is used to indicate the outer covariates. An outer covariate is invariant
within the sets of rows defined by the grouping factor. Ordering of the groups
is done in such a way as to preserve adjacency of groups with the same value of
the outer variables. Defaults MIJLL, meaning that no outer covariates are to be
used.

an optional logical value or one-sided formula, indicating a covariate that is inner
to thedisplayLevel grouping factor, which is used to associate points within
each panel of the Trellis plot. If equal TRUE attr(object, "outer") is

used to indicate the inner covariate. An inner covariate can change within the
sets of rows defined by the grouping factor. Defaultsitd L, meaning that no
inner covariate is present.

an optional one-sided formula indicating a covariate whose levels should be
preserved when collapsing the data according tathiepseLevel grouping
factor. The collapsing factor is obtained by pasting together the levels of the
collapseLevel  grouping factor and the values of the covariate to be preserved.
Default isNULL, meaning that no covariates need to be preserved.
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FUN: an optional summary function or a list of summary functions to be used for
collapsing the data. The function or functions are applied only to variables in
object that vary within the groups defined lbyllapseLevel . Invariant vari-
ables are always summarized by group using the unique value that they assume
within that group. IfFUNis a single function it will be applied to each non-
invariant variable by group to produce the summary for that variableuiis
a list of functions, the names in the list should designate classes of variables in
the data such asrdered , factor , or numeric . The indicated function will
be applied to any non-invariant variables of that class. The default functions to
be used arenean for numeric factors, antlode for bothfactor andordered .

The Mode function, defined internally igsummary, returns the modal or most
popular value of the variable. It is different from th@de function that returns
the S-language mode of the variable.

subset: an optional named list. Names can be either positive integers representing
grouping levels, or names of grouping factors. Each element in the list is a
vector indicating the levels of the corresponding grouping factor to be used for
plotting the data. Default iISULL, meaning that all levels are used.

grid:  an optional logical value indicating whether a grid should be added to plot. De-
faults toTRUE

optional arguments passed to the Trellis plot function.

VALUE
a Trellis display of the data collapsed over the values ofctil@pseLevel
grouping factor and grouped according to tisplayLevel  grouping factor.

NOTE
This function requires theellis library.

REFERENCES
Bates, D.M. and Pinheiro, J.C. (1997), "Software Design for Longitudinal Data”,
in "Modelling Longitudinal and Spatially Correlated Data: Methods, Applica-
tions and Future Directions”, T.G. Gregoire (ed.), Springer-Verlag, New York.
Pinheiro, J.C. and Bates, D.M. (1997) "Future Directions in Mixed-Effects Soft-
ware: Design of NLME 3.0 available at http://nIme.stat.wisc.edu.

SEE ALSO

groupedData , collapse.groupedData , plot.nfnGroupedData , plot.nffGroupedData
EXAMPLE

# no collapsing, panels by Dog

plot(Pixel, display = "Dog", inner = ~ Side)

# collapsing by Dog, preserving day

plot(Pixel, collapse = "Dog", preserve = ~ day)
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plot.ranef.Ime Plot a ranef.Ime Object plot.ranef.Ime

If form is missing, or is given as a one-sided formula, a Trellis dot-plot of the
random effects is generated, with a different panel for each random effect (co-
efficient). Rows in the dot-plot are determined by then argument (if not
missing) or by the row names of the random effects (coefficients). If a single
factor is specified ifiorm , its levels determine the dot-plot rows (with possibly
multiple dots per row); otherwise, fbrm specifies a crossing of factors, the
dot-plot rows are determined by all combinations of the levels of the individ-
ual factors in the formula. The Trellis functiaitplot is used in this method
function.

If form is a two-sided formula, a Trellis display is generated, with a differ-
ent panel for each variable listed in the right hand sidéofi . Scatter plots

are generated for numeric variables and boxplots are generated for categorical
(factor orordered ) variables.

plot(object, form, omitFixed, level, grid, control, ...
ARGUMENTS

object:  an object inheriting from classnef.lme , representing the estimated coeffi-
cients or estimated random effects for the object from which it was pro-
duced.

form: an optional formula specifying the desired type of plot. If given as a one-sided
formula, adotplot  of the estimated random effects (coefficients) grouped ac-
cording to all combinations of the levels of the factors namearin is returned.
Single factors{g) or crossed factors-gl*g2 ) are allowed. If given as a two-
sided formula, the left hand side must be a single random effects (coefficient) and
the right hand side is formed by covariate®bject separated by. A Trellis
display of the random effect (coefficient) versus the named covariates is returned
in this case. Default iSIULL, in which case the row names of the random effects
(coefficients) are used.

omitFixed: an optional logical value indicating whether columns with values that are
constant across groups should be omitted. DefaTiRISE

level:  an optional integer value giving the level of grouping to be usecblect
Only used wherobject is a list with different components for each grouping
level. Defaults to the highest or innermost level of grouping.

grid:  an optional logical value indicating whether a grid should be added to plot. Only
applies to plots associated with two-sided formulatim . Default iISFALSE

control: an optional list with control values for the plot, whé&mm is given as a two-
sided formula. The control values are referenced by name inctiteol  list
and only the ones to be modified from the default need to be specified. Available
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values includedrawLine , alogical value indicating whethel@ess smoother
should be added to the scatter plots and a line connecting the medians should be
added to the boxplots (default TRUB; span.loess , used as thepan argu-

ment in the call tpanel.loess  (default is2/3 ); degree.loess , used as the
degree argument in the call tpanel.loess  (default is1); cex.axis , the
character expansion factor for the x-axis (default.&); srt.axis , the rota-

tion factor for the x-axis (default i8); andmgp.axis , the margin parameters

for the x-axis (default is(2, 0.5, 0) ).

optional arguments passed to the Tradligplot  function.

VALUE
a Trellis plot of the estimated random-effects (coefficients) versus covariates, or
groups.
NOTE

This function requires theellis library.

SEE ALSO
ranef.lme , Ime, dotplot

EXAMPLE
fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
plot(ranef(fm1))
fmlRE <- ranef(fml, aug = TRUE)
plot(fm1RE, form = ~ Sex)
plot(fm1RE, form = age ~ Sex)

plot.ranef.ImList Plot a ranef.ImList Object plot.ranef.ImList
If form is missing, or is given as a one-sided formula, a Trellis dot-plot of the
random effects is generated, with a different panel for each random effect (co-
efficient). Rows in the dot-plot are determined by them argument (if not
missing) or by the row names of the random effects (coefficients). If a single
factor is specified ifiorm , its levels determine the dot-plot rows (with possibly
multiple dots per row); otherwise, fbrm specifies a crossing of factors, the
dot-plot rows are determined by all combinations of the levels of the individ-
ual factors in the formula. The Trellis functialotplot is used in this method
function.
If form is a two-sided formula, a Trellis display is generated, with a differ-
ent panel for each variable listed in the right hand sidéofi . Scatter plots
are generated for numeric variables and boxplots are generated for categorical
(factor orordered ) variables.
plot(object, form, grid, control, ...)

ARGUMENTS
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object:

form:

grid:

control:

VALUE

NOTE

an object inheriting from classnef.ImList , representing the estimated co-
efficients or estimated random effects for thikist object from which it was
produced.

an optional formula specifying the desired type of plot. If given as a one-sided
formula, adotplot  of the estimated random effects (coefficients) grouped ac-
cording to all combinations of the levels of the factors namédarin is returned.
Single factors {g) or crossed factors+{gl*g2 ) are allowed. If given as a two-
sided formula, the left hand side must be a single random effects (coefficient) and
the right hand side is formed by covariateobject separated by. A Trellis
display of the random effect (coefficient) versus the named covariates is returned
in this case. Default iSIULL, in which case the row names of the random effects
(coefficients) are used.

an optional logical value indicating whether a grid should be added to plot. Only
applies to plots associated with two-sided formulatim . Default iSFALSE

an optional list with control values for the plot, whémm is given as a two-
sided formula. The control values are referenced by name indfiteol  list
and only the ones to be modified from the default need to be specified. Available
values includedrawLine , alogical value indicating whethel@ss smoother
should be added to the scatter plots and a line connecting the medians should be
added to the boxplots (default TRUE; span.loess , used as thepan argu-
ment in the call tpanel.loess  (default is2/3 ); degree.loess , used as the
degree argument in the call tpanel.loess  (default is1); cex.axis , the
character expansion factor for the x-axis (default.&); srt.axis , the rota-
tion factor for the x-axis (default i8); andmgp.axis , the margin parameters
for the x-axis (default ig(2, 0.5, 0) ).

optional arguments passed to the Trallitplot  function.

a Trellis plot of the estimated random-effects (coefficients) versus covariates, or
groups.

This function requires theellis library.

SEE ALSO

ImList , dotplot

EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
plot(ranef(fm1))

fm1RE <- ranef(fml, aug = TRUE)

plot(fm1RE, form = ~ Sex)

plot(fm1RE, form = age ~ Sex)
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plot.Variogram Plot a Variogram Object plot.Variogram

anxyplot of the semi-variogram versus the distances is producesimdbth

= TRUE aloess smoother is added to the plot. dhowModel = TRUE and
objectincludes afmodelvariog"  attribute, the corresponding semi-variogram
is added to the plot.

plot(object, smooth, showModel, sigma, span, xlab, ylab, type, ylim, ...)
ARGUMENTS

object:  an object inheriting from clasgariogram , consisting of a data frame with two
columns namedariog anddist , representing the semi-variogram values and
the corresponding distances.

smooth:  an optional logical value controlling whetheloass smoother should be added
to the plot. Defaults tdRUE whenshowModel is FALSE

showModel: an optional logical value controlling whether the semi-variogram correspond-
ing to an"modelVariog"  attribute ofobject , if any is present, should be
added to the plot. Defaults toRUE when the"modelvariog”  attribute is
present.

sigma: an optional numeric value used as the height of a horizontal line displayed in the
plot. Can be used to represent the process standard deviation Defaultlis
implying that no horizontal line is drawn.

span: an optional numeric value with the smoothing parameter foidéses fit. De-
faultis 0.6.

xlab,ylab: optional character strings with the x- and y-axis labels. Default respectively
to "Distance"  and"Semivariogram"

type:  an optional character with the type of plot. Defaults to "p”.

ylim:  an optional numeric vector with the limits for the y-axis. Defaultscto,
max(object$variog))

optional arguments passed to the Trellis plot function.

VALUE
anxyplot  Trellis plot.
NOTE
This function requires theellis library.
SEE ALSO

Variogram , xyplot , loess
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EXAMPLE

fml <- Ime(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary)
plot(Variogram(fml, form = ~ Time | Mare, maxDist = 0.7))
pooledSD Extract Pooled Standard Deviation pooledSD

The pooled estimated standard deviation is obtained by adding together the resid-
ual sum of squares for each non-null elemendtgéct |, dividing by the sum of
the corresponding residual degrees-of-freedom, and taking the square-root.

pooledSD(object)
ARGUMENTS
object:  an object inheriting from cladmList

VALUE
the pooled standard deviation for the non-null elementsbigfct , with an at-
tributedf with the number of degrees-of-freedom used in the estimation.

SEE ALSO
ImList , Im
EXAMPLE
fml <- ImList(Orthodont)
pooledSD(fm1)
predict.gls Predictions from a gls Object predict.gls

The predictions for the linear model representedhjgct are obtained at the
covariate values defined irewdata .

predict(object, newdata, na.action)

ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

newdata: an optional data frame to be used for obtaining the predictions. All variables
used in the linear model must be present in the data frame. If missing, the fitted
values are returned.

na.action: a function that indicates what should happen whendata containsNAs.
The default actionra.fail ) causes the function to print an error message and
terminate if there are any incomplete observations.
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VALUE
a vector with the predicted values.

SEE ALSO
gls , fitted.gls

EXAMPLE

fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,

correlation = corAR1(form = ~ 1 | Mare))
newOvary <- data.frame(Time = c(-0.75, -0.5, 0, 0.5, 0.75))
predict(fm1, newOvary)

predict.gnls Predictions from a gnls Object predict.gnls

The predictions for the nonlinear model representedijgct are obtained at
the covariate values definednewdata .

predict(object, newdata, na.action, naPattern)
ARGUMENTS

object:  an object inheriting from clagmls , representing a generalized nonlinear least
squares fitted model.

newdata: an optional data frame to be used for obtaining the predictions. All variables
used in the nonlinear model must be present in the data frame. If missing, the
fitted values are returned.

na.action: a function that indicates what should happen whendata containsNAs.
The default actionra.fail ) causes the function to print an error message and
terminate if there are any incomplete observations.

naPattern: an expression or formula object, specifying which returned values are to be
regarded as missing.

VALUE
a vector with the predicted values.

SEE ALSO
gnls , fitted.gnls

EXAMPLE

fml <- gnls(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean,
weights = varPower())

newSoybean <- data.frame(Time = ¢(10,30,50,80,100))

predict(fml, newSoybean)
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predict.ImList Predictions from an ImList Object predict.ImList

If the grouping factor corresponding tibject is included innewdata , the
data frame is partitioned according to the grouping factor levels; edsejata

is repeated for allm components. The predictions and, optionally, the standard
errors for the predictions, are obtained for emsttomponent obbject , using

the corresponding element of the partitiometvdata , and arranged into a list
with as many components abject , or combined into a single vector or data
frame (ifse.fit=TRUE ).

predict(object, newdata, subset, pool, asList, se.fit)

ARGUMENTS

object:  an object inheriting from cladsList , representing a list din objects with a
common model.

newdata: an optional data frame to be used for obtaining the predictions. All variables
used in thebject model formula must be present in the data frame. If missing,
the same data frame used to produbject is used.

subset:  an optional character or integer vector naming Ithecomponents obbject
from which the predictions are to be extracted. DefaulNUs.L, in which case
all components are used.

asList: an optional logical value. ITRUE the returned object is a list with the predic-
tions split by groups; else the returned value is a vector. DefaulSIISE

pool: an optional logical value indicating whether a pooled estimate of the residual

standard error should be used. Defaulitigobject, "pool")

se.fit: an optional logical value indicating whether pointwise standard errors should be
computed along with the predictions. DefaulEiSLSE

VALUE

a list with components given by the predictions (and, optionally, the standard
errors for the predictions) from eath component obbject , a vector with the
predictions from allm components obbject , or a data frame with columns
given by the predictions and their corresponding standard errors.

SEE ALSO
ImList , predict.Im

EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
predict(fml, se.fit = TRUE)
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predict.Ime Predictions from an Ime Object predict.Ime

The predictions at level i are obtained by adding together the population predic-
tions (based only on the fixed effects estimates) and the estimated contributions
of the random effects to the predictions at grouping levels less or equal to i. The
resulting values estimate the best linear unbiased predictions (BLUPS) at level
i. If group values not included in the original grouping factors are present in
newdata , the corresponding predictions will be setNa for levels greater or
equal to the level at which the unknown groups occur.

predict(object, newdata, level, asList, na.action)
ARGUMENTS

object:  an object inheriting from clasine, representing a fitted linear mixed-effects
model.

newdata: an optional data frame to be used for obtaining the predictions. All variables
used in the fixed and random effects models, as well as the grouping factors,
must be present in the data frame. If missing, the fitted values are returned.

level:  an optional integer vector giving the level(s) of grouping to be used in obtain-
ing the predictions. Level values increase from outermost to innermost group-
ing, with level zero corresponding to the population predictions. Defaults to the
highest or innermost level of grouping.

asList; an optional logical value. ITRUEand a single value is given ilevel , the
returned object is a list with the predictions split by groups; else the returned
value is either a vector or a data frame, according to the lengtivalf .

na.action: a function that indicates what should happen whendata containsNAs.
The default actionra.fail ) causes the function to print an error message and
terminate if there are any incomplete observations.

VALUE
if a single level of grouping is specified iavel , the returned value is either a
list with the predictions split by groupsadList = TRUE ) or a vector with the
predictions ésList = FALSE ); else, when multiple grouping levels are spec-
ified in level , the returned object is a data frame with columns given by the
predictions at different levels and the grouping factors.

SEE ALSO
Ime , fitted.Ime
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EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
newOrth <- data.frame(Sex = ¢(0,0,1,1,0,0),

age = ¢(15,20, 10,12,2,4),

Subject = ¢(1,1,30,30,4,4))
predict(fm1, newOrth, level = 0:1)

predict.nlme Predictions from an nime Object predict.nime

The predictions at level i are obtained by adding together the contributions from
the estimated fixed effects and the estimated random effects at levels less or equal
to i and evaluating the model function at the resulting estimated parameters. If
group values not included in the original grouping factors are presardwn

data , the corresponding predictions will be setNafor levels greater or equal

to the level at which the unknown groups occur.

predict(object, newdata, level, asList, na.action, naPattern)
ARGUMENTS

object:  an object inheriting from classime, representing a fitted nonlinear mixed-
effects model.

newdata: an optional data frame to be used for obtaining the predictions. All variables
used in the nonlinear model, the fixed and the random effects models, as well
as the grouping factors, must be present in the data frame. If missing, the fitted
values are returned.

level:  an optional integer vector giving the level(s) of grouping to be used in obtain-
ing the predictions. Level values increase from outermost to innermost group-
ing, with level zero corresponding to the population predictions. Defaults to the
highest or innermost level of grouping.

asList: an optional logical value. ITRUEand a single value is given ilevel , the
returned object is a list with the predictions split by groups; else the returned
value is either a vector or a data frame, according to the lengévalf .

na.action: a function that indicates what should happen whendata containsNAs.
The default actionra.fail ) causes the function to print an error message and
terminate if there are any incomplete observations.

naPattern: an expression or formula object, specifying which returned values are to be
regarded as missing.

VALUE
if a single level of grouping is specified iavel , the returned value is either a
list with the predictions split by groupadList = TRUE ) or a vector with the
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predictions ésList = FALSE ); else, when multiple grouping levels are spec-
ified in level , the returned object is a data frame with columns given by the
predictions at different levels and the grouping factors.

SEE ALSO
nime , fitted.nime

EXAMPLE

fml <- nlme(weight ~ SSlogis(Time, Asym, xmid, scal),
data = Soybean, fixed = Asym + xmid + scal ~ 1,
start = c¢(18, 52, 7.5))
newSoybean <- data.frame(Time = ¢(10,30,50,80,100),
Plot = c("1988F1", "1988F1","1988F1", "1988F1","1988F1"))
predict(fm1, newSoybean, level = 0:1)

print.anova.lme Print an anova.Ime Object print.anova.lme

When only one fitted model object is used in the calirova.lme , a data frame

with the estimated values, the approximate standard errors, the z-ratios, and the
p-values for the fixed effects is printed. Otherwise, when multiple fitted objects
are being compared, a data frame with the degrees of freedom, the (restricted)
log-likelihood, the Akaike Information Criterion (AIC), and the Bayesian Infor-
mation Criterion (BIC) of each fitted model object is printed. If included jn
likelihood ratio statistics, with associated p-values, are included in the output.

print(x, verbose)

ARGUMENTS

x: an object inheriting from classova.lme , generally obtained by applying the
anova.lme method to arime object.

verbose:  an optional logical value. IfTRUE the calling sequences for each fitted model
object are printed with the rest of the output, being omittedifiose = FALSE .
Defaults toattr(x, "verbose")

SEE ALSO
anova.lme ,Ime

EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
fm2 <- update(fml, distance ~ age * Sex)
print(anova(fml, fmz2))
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print.corStruct Print a corStruct Object print.corStruct

If x has been initialized, its coefficients are printed in constrained form.
print(x, ...)
ARGUMENTS
x: an object inheriting from classorStruct , representing a correlation structure.

optional arguments passedgont.default ; see the documentation on that
method function.

VALUE
the printed coefficients of in constrained form.

SEE ALSO
print.default , coef.corStruct

EXAMPLE

csl <- corAR1(0.3)
print(cs1)

print.gls Print a gls Object print.gls

Information describing the fitted linear model represented ks/printed. This
includes the coefficients, correlation and variance function parameters, if any are
present, and the residual standard error.

print(x, ...)
ARGUMENTS

x: an object inheriting from clasgls , representing a generalized least squares fit-
ted linear model.

optional arguments passedgont.default ; see the documentation on that
method function.

SEE ALSO
gls , print.summary.gls
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
print(fm1)
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print.groupedData Print a groupedData Object print.groupedData

Prints the display formula and the data frame associatedohjéat
print(x, ...)
ARGUMENTS
x: an object inheriting from claggoupedData .

optional arguments passedgont.default ; see the documentation on that
method function.

SEE ALSO
groupedData

EXAMPLE
print(Orthodont)

print.intervals.gls Print an intervals.gls Object print.intervals.gls

The individual components of are printed.

print(x, ...)
ARGUMENTS
x: an object inheriting from clasmtervals.gls , representing a list of data
frames with confidence intervals and estimates for the coefficients iglshe
object that producex.
optional arguments passedgont.default ; see the documentation on that

method function.

SEE ALSO
intervals.gls
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
print(intervals(fm1))
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print.intervals.Ime Print an intervals.Ime Object print.intervals.Ime

The individual components of are printed.

print(x, ...)
ARGUMENTS
x: an object inheriting from clasitervals.Ime , representing a list of data
frames with confidence intervals and estimates for the coefficients imthe
object that producex.
optional arguments passed dont.default ; see the documentation on that

method function.

SEE ALSO
intervals.Ime

EXAMPLE
fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
print(intervals(fm1))

print.ImList Print an ImList Object print.ImList

Information describing the individuah fits corresponding tobject is printed.
This includes the estimated coefficients and the residual standard error.

print(x, pool, ...)
ARGUMENTS
x: an object inheriting from cladsiList , representing a list of fittelth objects.

pool: an optional logical value indicating whether a pooled estimate of the residual
standard error should be used. Defaulitigobject, "pool")

optional arguments passedgont.default ; see the documentation on that
method function.

SEE ALSO
ImList

EXAMPLE

fml <- ImList(Orthodont)
print(fm1)
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print.Ime Print an Ime Object print.Ime

Information describing the fitted linear mixed-effects model represented by

is printed. This includes the fixed effects, the standard deviations and correla-
tions for the random effects, the within-group correlation and variance function
parameters, if any are present, and the within-group standard deviation.

print(x, ...)
ARGUMENTS
x: an object inheriting from claskne, representing a fitted linear mixed-effects
model.
optional arguments passedgont.default ; see the documentation on that
method function.
SEE ALSO
Ime, print.summary.Ime
EXAMPLE
fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
print(fm1)
print. modelStruct Print a modelStruct Object print.modelStruct

This method function appliggint to each element afbject
print(x, ...
ARGUMENTS

x: an object inheriting from classodelStruct , representing a list of model com-
ponents, such aorStruct  andvarFunc objects.

optional arguments passedgont.default ; see the documentation on that
method function.

VALUE
the printed elements abject

SEE ALSO
print
EXAMPLE

Imsl <- ImeStruct(reStruct = reStruct(pdDiag(diag(2), ~ age)),
corStruct = corAR1(0.3))
print(Ims1)
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print.pdMat Print a pdMat Object print.pdMat

Print the standard deviations and correlations (if any) associated the positive-
definite matrix represented bxy(considered as a variance-covariance matrix).

print(x, ...)
ARGUMENTS
object:  an object inheriting from clagsiMat , representing a positive definite matrix.

optional arguments passedgont.default ; see the documentation on that
method function.

SEE ALSO
print.summary.pdMat
EXAMPLE
pdl <- pdSymm(diag(1:3), nam = c("A","B","C"))
print(pd1)
print.reStruct Print an reStruct Object print.reStruct

EachpdMat component obbject is printed, together with its formula and the
associated grouping level.

print(x, sigma, reEstimates, verbose=F, ...)
ARGUMENTS

x: an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

sigma: an optional numeric value used as a multiplier for the square-root factors of the
pdMat components (usually the estimated within-group standard deviation from
a mixed-effects model). Defaults to 1.

reEstimates: an optional list with the random effects estimates for each level of group-
ing. Only used whererbose = TRUE .

verbose:  an optional logical value determining if the random effects estimates should be
printed. Defaults t&ALSE.

optional arguments passed gdont.default ; see the documentation on that
method function.

SEE ALSO
reStruct

199



EXAMPLE

rsl <- reStruct(list(Dog = ~ day, Side = ~ 1), data = Pixel)
matrix(rsl) <- list(diag(2), 3)
print(rs1)

print.summary.corStruct Print summary.corStruct  print.summary.corStruct

This method function prints the constrained coefficients of an initiakpestruct
object, with a header specifying the type of correlation structure associated with
the object.

print(x, ...)

ARGUMENTS

x: an object inheriting from classimmary.corStruct  , generally resulting from
applyingsummary to an object inheriting from clas®rStruct
optional arguments passedgont.default ; see the documentation on that
method function.
VALUE

the printed coefficients of in constrained form, with a header specifying the
associated correlation structure type.

SEE ALSO
summary.corStruct

EXAMPLE

csl <- corAR1(0.3)
print(summary(cs1))
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print.summary.gls Print a summary.gls Object print.summary.gls

Information summarizing the fitted linear model representeck by printed.

This includes the AIC, BIC, and log-likelihood at convergence, the coefficient
estimates and their respective standard errors, correlation and variance function
parameters, if any are present, and the residual standard error.

print(x, verbose, ...)
ARGUMENTS

x: an object inheriting from classummary.gls , representing a summarizets
object.

verbose:  an optional logical value used to control the amount of printed output. Defaults
to FALSE

optional arguments passedgont.default ; see the documentation on that
method function.

SEE ALSO
summary.gls , gls
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,

correlation = corAR1(form = ~ 1 | Mare))
print(summary(fm1))

print.summary.ImList Print a summary.ImList Object  print.summary.ImList

Information summarizing the individuah fitted objects corresponding tois
printed. This includes the estimated coefficients and their respective standard
errors, t-values, and p-values.

print(x, ...)
ARGUMENTS
x: an object inheriting from classummary.ImList , representing a summarized
Ime object.
optional arguments passedgont.default ; see the documentation on that

method function.

SEE ALSO
summary.ImList , ImList
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EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
print(summary(fm1))

print.summary.Ime Print a summary.Ime Object print.summary.Ime

Information summarizing the fitted linear mixed-effects model represented by

is printed. This includes the AIC, BIC, and log-likelihood at convergence, the
fixed effects estimates and respective standard errors, the standard deviations and
correlations for the random effects, the within-group correlation and variance
function parameters, if any are present, and the within-group standard deviation.

print(x, verbose, ...
ARGUMENTS

X: an object inheriting from classummary.Ime , representing a summarizéde
object.

verbose:  an optional logical value used to control the amount of printed output. Defaults
to FALSE

optional arguments passed gont.default ; see the documentation on that
method function.

SEE ALSO
summary.Ime , Ime

EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
print(summary((fm1)))
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print.summary.modelStruct Print summary.modelStrugirint.summary.modelStruct

This method function prints the constrained coefficients of an initialined-
elStruct  object, with a header specifying the type of correlation structure as-
sociated with the object.

print(x, ...)
ARGUMENTS

x: an object inheriting from classummary.modelStruct , generally resulting
from applyingsummary to an object inheriting from classodelStruct

optional arguments passed gont.default ; see the documentation on that
method function.

VALUE
the printed coefficients of in constrained form, with a header specifying the
associated correlation structure type.

SEE ALSO
summary.modelStruct
EXAMPLE

csl <- corAR1(0.3)
print(summary(csl))

print.summary.pdMat Print summary.pdMat print.summary.pdMat

The standard deviations and correlations associated with the positive-definite
matrix represented bybject (considered as a variance-covariance matrix) are
printed, together with the formula and the grouping level assocudtedt |, if

any are present.

print(x, sigma, rdig, Level, resid, ...)
ARGUMENTS

x: an object inheriting from classummary.pdMat , generally resulting from ap-
plying summary to an object inheriting from claggiMat .

sigma: an optional numeric value used as a multiplier for the square-root factor of the
positive-definite matrix represented bgject (usually the estimated within-
group standard deviation from a mixed-effects model). Defaults to 1.

rdig:  an optional integer value with the number of significant digits to be used in print-
ing correlations. Defaults to 3.
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Level: an optional character string with a description of the grouping level associated
with object (generally corresponding to levels of grouping in a mixed-effects
model). Defaults to NULL.

resid:  an optional logical value. TRUEan extra row with théresidual” standard
deviation given irsigma will be included in the output. Defaults ALSE

optional arguments passedgont.default ; see the documentation on that
method function.

SEE ALSO
summary.pdMat ,pdMat

EXAMPLE

pdl <- pdCompSymm(3 * diag(3) + 1, form = ~ age + age’2,
data = Orthodont)
print(summary(pdl), sigma = 1.2, resid = TRUE)

print.summary.varFunc Print summary.varFunc print.summary.varFunc

The variance function structure description, the formula and the coefficients as-
sociated withx are printed.

print(x, header, ...)
ARGUMENTS

x: an object inheriting from classarFunc , representing a variance function struc-
ture.

header: an optional logical value controlling whether a header should be included with
the rest of the output. Defaults TRUE

optional arguments passedgont.default ; see the documentation on that
method function.

SEE ALSO
summary.varFunc

EXAMPLE
vfl <- varPower(0.3, form = ~ age)
vfl <- initialize(vfl, Orthodont)
print(summary(vfl))
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print.varFunc Print a varFunc Object print.varFunc

The class and the coefficients associated wistne printed.
print(x, ...)
ARGUMENTS

x: an object inheriting from classrFunc , representing a variance function struc-
ture.

optional arguments passedgont.default ; see the documentation on that
method function.

SEE ALSO
summary.varFunc , print.summary.varFunc
EXAMPLE
vfl <- varPower(0.3, form = ~ age)
vfl <- initialize(vfl, Orthodont)
print(vfl)
prunelLevels Prune Factor Levels prunelLevels

Thelevels attribute ofobject are pruned to contain only the levels occurring
in the factor.

pruneLevels(object)
ARGUMENTS
object:  an object inheriting from clagactor

VALUE

an object identical tmbject , but with thelevels attribute containing only
value occurring in the factor.

SEE ALSO
factor , ordered

EXAMPLE

fl <- factor(c(1,1,2,3,3,4,5))
levels(fl)

f2 <- f1[4:7]

levels(f2)
levels(pruneLevels(f2))
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ggnorm.gls Normal Plot of gls Residuals ggnorm.gls

Diagnostic plots for assessing the normality of residuals the generalized least
squares fit are obtained. Them argument gives considerable flexibility in

the type of plot specification. A conditioning expression (on the right side of
a| operator) always implies that different panels are used for each level of the
conditioning factor, according to a Trellis display.

ggnorm(object, form, abline, id, idLabels, grid, ...)

ARGUMENTS

object:

form:

abline:

idLabels:

grid:

an object inheriting from clasgls , representing a generalized least squares
fitted model.

an optional one-sided formula specifying the desired type of plot. Any variable
present in the original data frame used to obtatifect can be referenced.
In addition, object itself can be referenced in the formula using the symbol
' . Conditional expressions on the right of aperator can be used to define
separate panels in a Trellis display. The expression on the right hand &da of
and to the left of 4§ operator must evaluate to a residuals vector. Default is
resid(., type = "p") , corresponding to a normal plot of the standardized
residuals.

an optional numeric value, or numeric vector of length two. If given as a single
value, a horizontal line will be added to the plot at that coordinate; else, if given
as a vector, its values are used as the intercept and slope for a line added to the
plot. If missing, no lines are added to the plot.

an optional numeric value, or one-sided formula. If given as a value, it is used
as a significance level for a two-sided outlier test for the standardized residuals
(random effects). Observations with absolute standardized residuals (random ef-
fects) greater than the 1 - value/2 quantile of the standard normal distribution are
identified in the plot usingdLabels . If given as a one-sided formula, its right
hand side must evaluate to a logical, integer, or character vector which is used to
identify observations in the plot. If missing, no observations are identified.

an optional vector, or one-sided formula. If given as a vector, it is converted
to character and used to label the observations identified accordidg. tdf
given as a one-sided formula, its right hand side must evaluate to a vector which
is converted to character and used to label the identified observations. Default is
the innermost grouping factor.

an optional logical value indicating whether a grid should be added to plot. De-
faults toFALSE

optional arguments passed to the Trellis plot function.
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VALUE

NOTE

a diagnostic Trellis plot for assessing normality of residuals.

This function requires theellis library.

SEE ALSO

gls , plot.gls

EXAMPLE

fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
ggnorm(fml, abline = c(0,1))

ggnorm.Ime Normal Plot of Ime Residuals or Random Effects ggnorm.Ime

Diagnostic plots for assessing the normality of residuals and random effects in
the linear mixed-effects fit are obtained. Thhem argument gives considerable
flexibility in the type of plot specification. A conditioning expression (on the
right side of g operator) always implies that different panels are used for each
level of the conditioning factor, according to a Trellis display.

ggnorm(object, form, abline, id, idLabels, grid, ...)

ARGUMENTS

object:

form:

abline:

an object inheriting from clasne, representing a fitted linear mixed-effects
model.

an optional one-sided formula specifying the desired type of plot. Any variable
present in the original data frame used to obtaslifect can be referenced.
In addition, object itself can be referenced in the formula using the symbol

. Conditional expressions on the right of aperator can be used to define
separate panels in a Trellis display. The expression on the right hand side of
form and to the left of § operator must evaluate to a residuals vector, or a
random effects matrix. Default is resid(., type = "p") , corresponding
to a normal plot of the standardized residuals evaluated at the innermost level of
nesting.

an optional numeric value, or numeric vector of length two. If given as a single
value, a horizontal line will be added to the plot at that coordinate; else, if given
as a vector, its values are used as the intercept and slope for a line added to the
plot. If missing, no lines are added to the plot.

an optional numeric value, or one-sided formula. If given as a value, it is used

as a significance level for a two-sided outlier test for the standardized residuals
(random effects). Observations with absolute standardized residuals (random ef-
fects) greater than the 1 - value/2 quantile of the standard normal distribution are
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identified in the plot usingdLabels . If given as a one-sided formula, its right
hand side must evaluate to a logical, integer, or character vector which is used to
identify observations in the plot. If missing, no observations are identified.

idLabels: an optional vector, or one-sided formula. If given as a vector, it is converted
to character and used to label the observations identified accordidg. tdf
given as a one-sided formula, its right hand side must evaluate to a vector which
is converted to character and used to label the identified observations. Default is
the innermost grouping factor.

grid:  an optional logical value indicating whether a grid should be added to plot. De-
faults toFALSE

optional arguments passed to the Trellis plot function.

VALUE
a diagnostic Trellis plot for assessing normality of residuals or random effects.
NOTE
This function requires theellis library.
SEE ALSO
Ime, plot.Ime
EXAMPLE
fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
# normal plot of standardized residuals by gender
ggnorm(fml, ~ resid(., type = "p") | Sex, abline = c(0, 1))
# normal plots of random effects
ggnorm(fml,  ~ranef(.))
random.effects Extract Random Effects random.effects
This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
ImList andime.
random.effects(object, ...)
ranef(object, ...)
ARGUMENTS

object:  any fitted model object from which random effects estimates can be extracted.
some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.

SEE ALSO
ranef.ImList sranef.lme
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EXAMPLE
## see the method function documentation

ranef Extract Random Effects ranef

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include
ImList andime.

ranef(object, ...)
ARGUMENTS
object:  any fitted model object from which random effects estimates can be extracted.

some methods for this generic function require additional arguments.

VALUE
will depend on the method function used; see the appropriate documentation.
SEE ALSO
ranef.ImList , ranef.Ime
EXAMPLE

## see the method function documentation

ranef.ImList ImList Random Effects ranef.ImList

The difference between the individual components coefficients and their av-
erage is calculated.

ranef(object)

ARGUMENTS

object:  an object inheriting from cladsiList , representing a list din objects with a
common model.

VALUE

a vector with the differences between the individinalcoefficients inobject
and their average.

SEE ALSO
ImList , fixef.ImList

EXAMPLE

fml <- ImList(distance ~ age, Orthodont, groups = ~ Subject)
ranef(fm1)
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ranef.Ime Ime Random Effects ranef.Ime

The estimated random effects at level i are represented as a data frame with
rows given by the different groups at that level and columns given by the ran-
dom effects. If a single level of grouping is specified, the returned object is a
data frame; else, the returned object is a list of such data frames. Optionally,
the returned data frame(s) may be augmented with covariates summarized over
groups.

ranef(object, augFrame, level, data, which, FUN, standard,
omitGroupingFactor)

ARGUMENTS

object:

an obiject inheriting from clasine, representing a fitted linear mixed-effects
model.

augFrame: an optional logical value. IfRUE the returned data frame is augmented with

level:

data:

which:

FUN:

standard:

variables defined inlata ; else, if FALSE, only the coefficients are returned.
Defaults toFALSE

an optional vector of positive integers giving the levels of grouping to be used
in extracting the random effects from an object with multiple nested grouping
levels. Defaults to all levels of grouping.

an optional data frame with the variables to be used for augmenting the returned
data frame when ‘augFrame = TRUE'. Defaults to the data frame used to fit
object

an optional positive integer vector specifying which columndaé should be
used in the augmentation of the returned data frame. Defaults to all columns in
data .

an optional summary function or a list of summary functions to be applied to
group-varying variables, when collapsidgta by groups. Group-invariant vari-
ables are always summarized by the unique value that they assume within that
group. IfFUNIs a single function it will be applied to each non-invariant variable

by group to produce the summary for that variablezUNis a list of functions,

the names in the list should designate classes of variables in the frame such as
ordered , factor , ornumeric . The indicated function will be applied to any
group-varying variables of that class. The default functions to be usedeare

for numeric factors, antfode for bothfactor ~andordered . TheMode func-

tion, defined internally igsummary, returns the modal or most popular value

of the variable. It is different from theode function that returns the S-language
mode of the variable.

an optional logical value indicating whether the estimated random effects
should be "standardized” (i.e. divided by the corresponding estimated standard
error). Defaults ta~ALSE
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omitGroupingFactor: an optional logical value. WherRUEthe grouping factor itself

VALUE

will be omitted from the group-wise summary déta but the levels of the
grouping factor will continue to be used as the row names for the returned data

frame. Defaults tFALSE

a data frame, or list of data frames, with the estimated random effects at the
grouping level(s) specified irvel and, optionally, other covariates summa-
rized over groups. The returned object inherits from classesf.Ime and

data.frame

SEE ALSO
Ime, fixef.Ime , coeflme , plot.ranef.Ime , gsummary

EXAMPLE
fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
ranef(fm1)

ranef(fml, augFrame = TRUE)

recalc

Recalculate Condensed Linear Model Object recalc

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function include:
corStruct , modelStruct , reStruct , andvarFunc .

recalc(object, conLin)

ARGUMENTS
object:  any object which induces a recalculation of the condensed linear model object
conLin .
conLin:  a condensed linear model object, consisting of a list with compon&sts,
corresponding to a regression matrk¥) €ombined with a response vectagn) (
and"logLik" , corresponding to the log-likelihood of the underlying model.
some methods for this generic function may require additional arguments.
VALUE
the recalculated condensed linear model object.
NOTE
This function is only used inside model fitting functions which require recalcu-
lation of a condensed linear model object, likee andgls .
EXAMPLE

## see the method function documentation
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recalc.corStruct Recalculate for corStruct Object recalc.corStruct

This method function pre-multiples thgy" component oonLin by the trans-
pose square-root factor(s) of the correlation matrix (matrices) associated with
object and adds the log-likelihood contribution object , given bylog-
Lik(object) , to the"logLik”  component otonLin .

recalc(object, conLin)
ARGUMENTS
object:  an object inheriting from clagorStruct |, representing a correlation structure.

conLin:  a condensed linear model object, consisting of a list with compon&sts,
corresponding to a regression matrk¥) €ombined with a response vectg) (
and"logLik" , corresponding to the log-likelihood of the underlying model.

VALUE
the recalculated condensed linear model object.

NOTE
This method function is only used inside model fitting functions which allow

correlated error terms, likene andgls .

SEE ALSO
corFactor , logLik.corStruct

recalc.modelStruct Recalculate for modelStruct Object  recalc.modelStruct

This method function recalculates the condensed linear model object using each
element obbject sequentially from last to first.

recalc(object, conLin)

ARGUMENTS

object:  an object inheriting from clasaodelStruct , representing a list of model com-
ponents, such a®rStruct  andvarFunc objects.

conLin:  an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matixy ombined with a response vector
(y), and'logLik" , corresponding to the log-likelihood of the underlying model.
Defaults toattr(object, "conLin")

VALUE
the recalculated condensed linear model object.
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NOTE

This method function is generally only used inside model fitting functions like
Ime andgls , which allow model components, such as correlated error terms and
variance functions.

SEE ALSO
recalc.corStruct , recalc.reStruct , recalc.varFunc
recalc.reStruct Recalculate for reStruct Object recalc.reStruct

The log-likelihood, or restricted log-likelihood, of the Gaussian linear mixed-
effects model represented bigject andconLin (assuming spherical within-
group covariance structure), evaluatedaatf(object) is calculated and added
tothelogLik componentotonLin . Thesettings  attribute ofobject deter-
mines whether the log-likelihood, or the restricted log-likelihood, is to be calcu-
lated. The computational methods for the (restricted) log-likelihood calculations
are described in Bates and Pinheiro (1998).

recalc(object, conLin)

ARGUMENTS

object:

an object inheriting from claseStruct , representing a random effects struc-
ture and consisting of a list @idMat objects.

conLin:  a condensed linear model object, consisting of a list with comporn&gts,
corresponding to a regression matrky €ombined with a response vectar) (
and"logLik" , corresponding to the log-likelihood of the underlying model.

VALUE

the condensed linear model with itgLik component updated.

REFERENCES
Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at
http://nime.stat.wisc.edu

SEE ALSO

reStruct , logLik ,Ime
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recalc.varFunc Recalculate for varFunc Object recalc.varFunc

This method function pre-multiples thgy" component otonLin by a diag-

onal matrix with diagonal elements given by the weights corresponding to the
variance structure represented diyject e and adds the log-likelihood contri-
bution ofobject , given bylogLik(object) , to the"logLik”  component of
conLin .

recalc(object, conLin)
ARGUMENTS

object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.

conLin:  a condensed linear model object, consisting of a list with comporn&gts,
corresponding to a regression matrky €ombined with a response vectar) (
and"logLik" , corresponding to the log-likelihood of the underlying model.

VALUE
the recalculated condensed linear model object.

NOTE
This method function is only used inside model fitting functions which allow
heteroscedastic error terms, likee andgls .

SEE ALSO
varWeights , logLik.varFunc

residuals.gls Extract gls Residuals residuals.gls

The residuals for the linear model representedlijgct are extracted.
residuals(object, type)
ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

type: an optional character string specifying the type of residuals to be used- If
sponse" , the "raw” residuals (observed - fitted) are used; elsépdérson”
the standardized residuals (raw residuals divided by the corresponding standard
errors) are used; else,"fiormalized" , the normalized residuals (standardized
residuals pre-multiplied by the inverse square-root factor of the estimated error
correlation matrix) are used. Partial matching of arguments is used, so only the
first character needs to be provided. Default$tarson”

214



VALUE
a vector with the residuals for the linear model representeubfayt

SEE ALSO
gls , fitted.gls

EXAMPLE

fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
residuals(fm1)

residuals.gnlsStruct Calculate gnlsStruct Residuals residuals.gnlsStruct

The residuals for the nonlinear model representeddjgct  are extracted.
fitted(object)
ARGUMENTS

object:  an object inheriting from clagmisStruct , representing a list of model com-
ponents, such asrStruct  andvarFunc objects, and attributes specifying the
underlying nonlinear model and the response variable.

VALUE
a vector with the residuals for the nonlinear model representetbjbyt

NOTE
This method function is generally only used insigés andresiduals.gnls

SEE ALSO
gnls , residuals.gnlsStruct , fitted.gnlsStruct
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residuals.ImList Extract ImList Residuals residuals.ImList

The residuals are extracted from eaechcomponent obbject and arranged
into a list with as many componentsaigect , or combined into a single vector.

residuals(object, type, subset, asList)
ARGUMENTS

object:  an object inheriting from cladsList , representing a list din objects with a
common model.

subset:  an optional character or integer vector naming lthecomponents obbject
from which the residuals are to be extracted. Defauktis.L, in which case all
components are used.

type: an optional character string specifying the type of residuals to be extracted. Op-
tions include"response"  for the "raw” residuals (observed - fittedpear-
son" forthe standardized residuals (raw residuals divided by the estimated resid-
ual standard error) using different standard errors for &adtt, and"pooled.pearson”
for the standardized residuals using a pooled estimate of the residual standard er-
ror. Partial matching of arguments is used, so only the first character needs to be
provided. Defaults toresponse”

asList:  an optional logical value. IfRUE the returned object is a list with the residuals
split by groups; else the returned value is a vector. DefauFAtLGE

VALUE
a list with components given by the residuals of elcltomponent obbject
or a vector with the residuals for ath components obbject

SEE ALSO
ImList , fitted.ImList

EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
residuals(fm1)
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residuals.Ime Extract Ime Residuals residuals.Ime

The residuals at level i are obtained by subtracting the fitted levels at that level
from the response vector (and dividing by the estimated within-group standard
error, if type="pearson" ). The fitted values at level i are obtained by adding
together the population fitted values (based only on the fixed effects estimates)
and the estimated contributions of the random effects to the fitted values at
grouping levels less or equal to i.

residuals(object, level, type, asList)

ARGUMENTS

object:

level:

type:

asList:

VALUE

an object inheriting from clasine, representing a fitted linear mixed-effects
model.

an optional integer vector giving the level(s) of grouping to be used in extracting
the residuals fronobject . Level values increase from outermost to innermost
grouping, with level zero corresponding to the population residuals. Defaults to
the highest or innermost level of grouping.

an optional character string specifying the type of residuals to be used- If
sponse”" , the "raw” residuals (observed - fitted) are used; elsepdbrson”

the standardized residuals (raw residuals divided by the corresponding standard
errors) are used; else,"fiormalized" , the normalized residuals (standardized
residuals pre-multiplied by the inverse square-root factor of the estimated error
correlation matrix) are used. Partial matching of arguments is used, so only the
first character needs to be provided. Default$tarson”

an optional logical value. IfRUEand a single value is given ievel , the
returned object is a list with the residuals split by groups; else the returned value
is either a vector or a data frame, according to the lengtbvef . Defaults to
FALSE

if a single level of grouping is specified lavel , the returned value is either

a list with the residuals split by groupaslist = TRUE ) or a vector with the
residuals gsList = FALSE ); else, when multiple grouping levels are specified
inlevel ,the returned object is a data frame with columns given by the residuals
at different levels and the grouping factors.

REFERENCES

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nime.stat.wisc.edu

SEE ALSO

Ime, fitted.Ime

217



EXAMPLE

fml <- Ime(distance ~ age + Sex, data = Orthodont, random = ~ 1)
residuals(fml, level = 0:1)

residuals.ImeStruct Calculate ImeStruct Residuals residuals.lmeStruct

The residuals at level i are obtained by subtracting the fitted values at that level

from the response vector. The fitted values at level i are obtained by adding to-

gether the population fitted values (based only on the fixed effects estimates) and
the estimated contributions of the random effects to the fitted values at grouping

levels less or equal to i.

residuals(object, levels, ImeFit, conLin)

ARGUMENTS

object:

level:

ImeFit:

conLin:

VALUE

NOTE

an object inheriting from cladmeStruct , representing a list of linear mixed-
effects model components, suchraStruct , corStruct , andvarFunc ob-
jects.

an optional integer vector giving the level(s) of grouping to be used in extracting
the residuals fronobject . Level values increase from outermost to innermost
grouping, with level zero corresponding to the population fitted values. Defaults
to the highest or innermost level of grouping.

an optional list with componentseta andb containing respectively the fixed
effects estimates and the random effects estimates to be used to calculate the
residuals. Defaults tattr(object, "ImeFit")

an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matixy ombined with a response vector
(y), and"logLik" , corresponding to the log-likelihood of the underlying Ime
model. Defaults tattr(object, "conLin")

if a single level of grouping is specified lavel , the returned value is a vector
with the residuals at the desired level; else, when multiple grouping levels are
specified inlevel , the returned object is a matrix with columns given by the
residuals at different levels.

This method function is generally only used insidelthe function.

REFERENCES

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nlme.stat.wisc.edu

SEE ALSO

Ime, residuals.Ime , fitted.ImeStruct
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residuals.nimeStruct Calculate nlmeStruct Residuals  residuals.nlmeStruct

The residuals at level i are obtained by subtracting the fitted values at that level
from the response vector. The fitted values at level i are obtained by adding
together the contributions from the estimated fixed effects and the estimated ran-
dom effects at levels less or equal to i and evaluating the model function at the
resulting estimated parameters.

residuals(object, levels, conLin)

ARGUMENTS

object:

level:

conLin:

VALUE

NOTE

an object inheriting from clagsmeStruct , representing a list of mixed-effects
model components, such eStruct , corStruct , andvarFunc objects.

an optional integer vector giving the level(s) of grouping to be used in extracting
the residuals fronobject . Level values increase from outermost to innermost
grouping, with level zero corresponding to the population fitted values. Defaults
to the highest or innermost level of grouping.

an optional condensed linear model object, consisting of a list with components
"Xy" , corresponding to a regression matixy ombined with a response vector
(y), and"logLik" , corresponding to the log-likelihood of the underlying nime
model. Defaults tattr(object, “"conLin")

if a single level of grouping is specified iavel , the returned value is a vector
with the residuals at the desired level; else, when multiple grouping levels are
specified inlevel , the returned object is a matrix with columns given by the
residuals at different levels.

This method function is generally only used insidethee function

REFERENCES

Bates, D.M. and Pinheiro, J.C. (1998) "Computational methods for multilevel
models” available in PostScript or PDF formats at http://nlme.stat.wisc.edu

SEE ALSO

nime , fitted.niImeStruct
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reStruct

Random Effects Structure reStruct

This function is a constructor for theStruct  class, representing a random
effects structure and consisting of a list @fMat objects, plus asettings
attribute containing information for the optimization algorithm used to fit the
associated mixed-effects model.

reStruct(object, pdClass, REML, data)

ARGUMENTS

object:

pdClass:

REML:

data:

VALUE

any of the following: (i) a one-sided formula of the formx1+...+xn |

gl/../gm , withx1+..+xn  specifying the model for the random effects and
gl/../gm  the grouping structure(imay be equal to 1, in which case has
required). The random effects formula will be repeated for all levels of grouping,
in the case of multiple levels of grouping; (ii) a list of one-sided formulas of the
form~x1+...+xn | g , with possibly different random effects models for each
grouping level. The order of nesting will be assumed the same as the order of
the elements in the list; (iii) a one-sided formula of the fopi+...+xn , ora
pdMat object with a formula (i.e. a noNULL value forformula(object) ), or

a list of such formulas gsdMat objects. In this case, the grouping structure for-
mula will be derived from the data used to to fit the mixed-effects model, which
should inherit from clasgroupedData ; (iv) a named list of formulas qsdMat
objects as in (iii), with the grouping factors as names. The order of nesting will
be assumed the same as the order of the order of the elements in the list; (v) an
reStruct  object.

an optional character string with the name of thiat class to be used for
the formulas imbject . Defaults to'pdSymm" which corresponds to a general
positive-definite matrix.

an optional logical value. ITRUE the associated mixed-effects model will be
fitted using restricted maximum likelihood; elseFALSE, maximum likelihood
will be used. Defaults tFALSE

an optional data frame in which to evaluate the variables used in the random
effects formulas irobject . It is used to obtain the levels féaictors , which
affect the dimensions and the row/column names of the underpdntt ob-

jects. IfNULL, no attempt is made to obtain information fators ~ appearing

the random effects model. Defaults to parent frame from which the function was
called.

an object inheriting from clasgStruct , representing a random effects struc-
ture.

SEE ALSO

pdMat, Ime, groupedData
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EXAMPLE

rsl <- reStruct(list(Dog = ~ day, Side = ~ 1), data = Pixel)
rsl

selfStart Construct Self-starting Nonlinear Models selfStart

This function is generic; methods functions can be written to handle specific
classes of objects. Available methods inclediStart.default andself-
Start.formula . See the documentation on the appropriate method function.

selfStart(model, initial, parameters, template)

VALUE
a function object of theelfStart  class.

SEE ALSO
selfStart. defaitfentation SRSHRE! forEmiRs

selfStart.default Construct Self-starting Nonlinear Models  selfStart.default

A method for the generic functioselfStart  for function objects.
selfStart(model, initial, parameters, template)
ARGUMENTS
model: a function object defining a nonlinear model.

initial: a function object, with three argumentscCall , data , andLHS, representing,
respectively, the expression on the right hand sidenadel , a data frame in
which to interpret the variables imCall andLHS, and a name, or expression,
representing the variable to be used as the "response” in the initial values calcu-
lations. It should return initial values for the parameters on the right hand side
of model .

parameters, template: these arguments are included to keep consistency with the
call to the generic function, but are not used in tleéault method. See the
documentation orelfStart.formula

VALUE
a function object of classelfStart  , corresponding to a self-starting nonlinear
model function. Aninitial attribute (defined by thaitial argument) is
added to the function to calculate starting estimates for the parameters in the
model automatically.

SEE ALSO
selfStart.formula
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EXAMPLE

# first.order.log.model is a function object defining a

# first order compartment model

# first.order.log.initial is a function object which calculates
# initial values for the parameters in first.order.log.model
# self-starting first order compartment model

SSfol <- selfStart(first.order.log.model, first.order.log.initial)

selfStart.formula Construct Self-starting Nonlinear Models selfStart.formula

A method for the generic functiaselfStart ~ for formula objects.
selfStart(model, initial, parameters, template)
ARGUMENTS
model: a nonlinear formula object of the formexpression

initial: a function object, with three argumentsCall , data , andLHS, representing,
respectively, the expression on the right hand sidenadel , a data frame in
which to interpret the variables imCall andLHS, and a name, or expression,
representing the variable to be used as the "response” in the initial values calcu-
lations. It should return initial values for the parameters on the right hand side
of model .

parameters:  a character vector specifying the terms on the right hand sidedé! for
which initial estimates should be calculated. Passed asdfnevec argument
to thederiv  function.

template:  an optional prototype for the calling sequence of the returned object, passed
as thefunction.arg argument to theleriv  function. By default, a template is
generated with the covariatesnmdel coming first and the parametersirodel
coming last in the calling sequence.

VALUE
a function object of classelfStart , obtained by applyingeriv to the right
hand side of thenodel formula. Aninitial attribute (defined by thai-
tial argument) is added to the function to calculate starting estimates for the
parameters in the model automatically.

SEE ALSO
selfStart.default , deriv
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EXAMPLE

## self-starting logistic model

SSlogis <- selfStart( ~ Asym/(1 + exp((xmid - x)/scal)),
function(mCall, data, LHS)
{

xy <- sortedXyData(mCall[['x"]], LHS, data)
if(nrow(xy) < 4) {
stop("Too few distinct x values to fit a logistic")

z <- xy[['y"]]

if (min(z) <= 0) { z <z + 0.05 * max(z) } # avoid zeroes
z <- z/(1.05 * max(z)) # scale to within unit height

xy[['z"] <- log(z/(1 - z)) # logit transformation

aux <- coef(Im(x ~ Z, XY))

parameters(xy) <- list(xmid = aux[1], scal = aux[2])

pars <- as.vector(coef(nls(y ~ 1/(1 + exp((xmid - x)/scal)),

data = xy, algorithm = "plinear")))
value <- c(pars[3], pars[l], pars[2])
names(value) <- mcCalllc("Asym", "xmid", "scal")]
value
1, c("Asym", "xmid", "scal"))

simulate.Ime simulate Ime models simulate.lme

The modelm1is fit to the data. Using the fitted values of the parametesis
new data vectors from this model are simulated. Bathand m2 are fit by
maximum likelihood (ML) and/or by restricted maximum likelihood (REML) to
each of the simulated data vectors.

simulate.Ime(ml1, m2, Random.seed, method, nsim, niterEM, useGen)

ARGUMENTS

m1l:

m2:

an object inheriting from clasne, representing a fitted linear mixed-effects
model, or a list containing an Ime model specification. If given as a list, it should
contain componentixed , data , andrandom with values suitable for a call to
Ime . This argument defines the null model.

anlime object, or a list, likem1 containing a second Ime model specification.
This argument defines the alternative model. If given as a list, only those parts
of the specification that change between maatehndm2need to be specified.

Random.seed: an optional vector to seed the random number generator so as to repro-

method:

duce a simulation. This vector should be the same form asRérelom.seed
object.

an optional character array. If it includeREML" the models are fit by max-
imizing the restricted log-likelihood. If it includesiL" the log-likelihood is
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maximized. Defaults te("REML", "ML") , in which case both methods are
used.

nsim: an optional positive integer specifying the number of simulations to perform.
Defaults to 1000.

niterEM:  an optional integer vector of length 2 giving the number of iterations of the
EM algorithm to apply when fitting thm1andm2to each simulated set of data.
Defaults toc(40,200)

useGen: an optional logical value. ITRUE numerical derivatives are used to obtain the
gradient and the Hessian of the log-likelihood in the optimization algorithm in
the ms function. If FALSE, the default algorithm inms for functions that do
not incorporate gradient and Hessian attributes is used. Default depends on the
pdMat classes used iml1andmz if both are standard classes (sei€lasses )
then defaults tdRUE otherwise defaults tBALSE

VALUE
an object of classimulate.lme  with componentswll andalt . Each of
these has componentl. and/orREMLwhich are matrices. An attribute called
Random.seed contains the seed that was used for the random number generator.

SEE ALSO
Ime

EXAMPLE
orthSim <-
simulate.Ime(ml = list(fixed = distance ~ age, data = Orthodont,

random = ~ 1 | Subject),
m2 = list(random = ~ age | Subject))

solve.pdMat Calculate Inverse of a Positive-Definite Matrix solve.pdMat
The positive-definite matrix representeddis inverted and assigned o
solve(a, b, tol)

ARGUMENTS

a: an object inheriting from clagsiMat , representing a positive definite matrix.

b: this argument is only included for consistency with the generic function and is
not used in this method function.

tol:  an optional numeric value for the tolerance used in the numerical algorithm.
Defaults tole-7 .

VALUE
apdMat object similar taa, but with coefficients corresponding to the inverse of
the positive-definite matrix representeddy
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SEE ALSO

pdMat
EXAMPLE
pdl <- pdCompSymm(3 * diag(3) + 1)
solve(pdl)
solve.reStruct Apply Solve to an reStruct Object solve.reStruct

Solve is applied to eachdMat component of, which results in inverting the
positive-definite matrices they represent.

solve(a, b, tol)
ARGUMENTS

a: an object inheriting from clageStruct , representing a random effects struc-
ture and consisting of a list gidMat objects.

b: this argument is only included for consistency with the generic function and is
not used in this method function.

tol:  an optional numeric value for the tolerance used in the numerical algorithm.
Defaults tole-7 .

VALUE
anreStruct  object similar toa, but with thepdMat components representing
the inverses of the matrices represented by the componeats of

SEE ALSO
solve.pdMat , reStruct

EXAMPLE
rsl <- reStruct(listtA = pdSymm(diag(1:3), form = ~ Score),

B = pdDiag(2 * diag(4), form = ~ Educ)))

solve(rs1)
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sortedXyData Create a sortedXyData object sortedXyData

This is constructor function for the class sfrtedXyData  objects. These ob-
jects are mostly used in theitial function for a self-starting nonlinear re-
gression model, which will be of theelfStart ~ class.

sortedXyData(x, y, data)
ARGUMENTS
X: anumeric vector or an expression that will evaluatdara to a numeric vector
y: anumeric vector or an expression that will evaluatdata to a numeric vector

data: an optional data frame in which to evaluate expressions fandy, if they are
given as expressions

VALUE
A sortedXyData object. This is a data frame with exactly two numeric columns,

namedx andy. The rows are sorted so tlkecolumn is in increasing order. Du-
plicatex values are eliminated by averaging the corresponginglues.

SEE ALSO
selfStart  , NLSstClosestX , NLSstLfAsymptote , NLSstRtAsymptote
EXAMPLE

DNase.2 <- DNase[ DNase$Run == "2", ]
sortedXyData( expression(log(conc)), expression(density), DNase.2 )

splitFormula Split a Formula splitFormula

Splits the right hand side dbrm into a list of subformulas according to the
presence otep. The left hand side oform , if present, will be ignored. The
length of the returned list will be equal to the number of occurrenceswiin
form plus one.

splitFormula(frm, sep)
ARGUMENTS

form: aformula object.

sep: an optional character string specifying the separator to be used for splitting the
formula. Defaults to/"

VALUE
a list of formulas, corresponding to the splitfofm according tcsep .

SEE ALSO
formula
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EXAMPLE

splitFormula( ~ gl/g2/g3)

SSasymp Asymptotic regression model SSasymp

ThisselfStart  model evaluates the asymptotic regression function and its gra-
dient. It has arinitial attribute that will evaluate initial estimates of the pa-
rametersAsym, RO, andirc  for a given set of data.

SSasymp(input, Asym, RO, Irc)

ARGUMENTS
input:  a numeric vector of values at which to evaluate the model
Asym: a numeric parameter representing the horizontal asymptote on the right side
(very large values afput )
RO: anumeric parameter representing the response when is zero.
Irc:  anumeric parameter representing the natural logarithm of the rate constant
VALUE

a numeric vector of the same lengthiagut . It is the value of the expression
Asym—+ (R0 — Asym) exp(— exp(lrc)input). If all of the argumentssym, RO,
andlrc are names of objects, as opposed to expressions or explicit numerical
values, the gradient matrix with respect to these names is attached as an attribute
namedgradient

SEE ALSO
nls , selfStart

EXAMPLE
Lob.329 <- Loblolly[ Loblolly$Seed == "329", ]
SSasymp( Lob.329%age, 100, -8.5, -3.2 ) # response only
Asym <- 100
resp0 <- -85
Irc <- -3.2

SSasymp( Lob.329%age, Asym, respO, Irc ) # response and gradient
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SSasympOff Asymptotic Regression Model with an Offset SSasympOfi

This selfStart model evaluates the alternative asymptotic regression function
and its gradient. It has dbnitial attribute that will evaluate initial estimates
of the parameterasym, Irc , andcO for a given set of data.

SSasympOff(input, Asym, Irc, c0)
ARGUMENTS
input:  a numeric vector of values at which to evaluate the model.

Asym: a numeric parameter representing the horizontal asymptote on the right side
(very large values ahput ).

Irc:  anumeric parameter representing the natural logarithm of the rate constant.
c0: anumeric parameter representing it when response is zero.

VALUE
a numeric vector of the same lengthigsut . It is the value of the expression
Asym{1 — exp[— exp(lrc)(input — 0)]}. If all of the argument&sym, Irc
andc0 are names of objects, as opposed to expressions or explicit numerical
values, the gradient matrix with respect to these names is attached as an attribute
namedgradient

SEE ALSO
nls , selfStart

EXAMPLE

C02.Qnl <- CO2[CO2%Plant == "Qnl1", ]

SSasympOff( CO2.Qnl$conc, 32, 43, -4 ) # response only

Asym <- 32

Irc <- -4

cO0 <- 43

SSasympOff( CO2.Qnl$conc, Asym, Irc, cO ) # response and gradient
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SSasympOrig  Asypmtotic Regression Model through the Origin SSasympOrig

This selfStart model evaluates the asymptotic regression function through
the origin and its gradient. It has énitial attribute that will evaluate initial
estimates of the parametexsym andirc for a given set of data.

SSasympOrig(input, Asym, Irc)

ARGUMENTS
input:  a numeric vector of values at which to evaluate the model.
Asym: a numeric parameter representing the horizontal asymptote.
Irc:  anumeric parameter representing the natural logarithm of the rate constant.
VALUE
a numeric vector of the same lengthiagut . It is the value of the expression
Asym{1 — exp[— exp(lrc) - input]}. If all of the argumenté&symandirc are
names of objects, as opposed to expressions or explicit numerical values, the
gradient matrix with respect to these names is attached as an attribute named
gradient
SEE ALSO
nls , selfStart
EXAMPLE

Lob.329 <- Loblolly[ Loblolly$Seed == "329", ]

SSasympOrig( Lob.329%age, 100, -3.2 ) # response only

Asym <- 100

Irc <- -3.2

SSasympOrig( Lob.329%age, Asym, Irc ) # response and gradient
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SShiexp

Biexponential model SShiexp

This selfStart model evaluates the biexponential model function and its gra-
dient. It has arinitial attribute that will evaluate initial estimates of the pa-
rametersil, Irc1 , A2, andirc2 for a given set of data.

SShiexp(input, Al, Ircl, A2, Irc2)

ARGUMENTS
input:  a numeric vector of values at which to evaluate the model.
Al: anumeric parameter representing the multiplier of the first exponential.
Ircl:  a numeric parameter representing the natural logarithm of the rate constant of
the first exponential.
A2: anumeric parameter representing the multiplier of the second exponential.
Irc2:  a numeric parameter representing the natural logarithm of the rate constant of
the second exponential.
VALUE
a numeric vector of the same lengthigsut . It is the value of the expression
Alexp[—exp(lrel) - input] + A2 exp[— exp(lrc2) - input]. If all of the argu-
mentsAl, Irc1 , A2, andirc2 are names of objects, as opposed to expressions
or explicit numerical values, the gradient matrix with respect to these names is
attached as an attribute nanmgddient
SEE ALSO
nls , selfStart
EXAMPLE

Indo.1 <- Indometh[Indometh$Subject == 1, ]

SSbiexp( Indo.1$time, 3, 1, 0.6, -1.3 ) # response only

Al <- 3

Ircl <- 1

A2 <- 0.6

Irc2 <- -1.3

SSbiexp( Indo.1$time, Al, Ircl, A2, Irc2 ) # response and gradient
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SSfol First-order Compartment Model SSfol

This selfStart model evaluates the first-order compartment function and its
gradient. It has aimitial attribute that will evaluate initial estimates of the
parameterte , IKa , andICl for a given set of data.

SSfol(Dose, input, IKe, IKa, ICI)
ARGUMENTS
Dose: a numeric value representing the initial dose.
input:  a numeric vector at which to evaluate the model.

IKe: a numeric parameter representing the natural logarithm of the elimination rate
constant.

IKe: a numeric parameter representing the natural logarithm of the absorption rate
constant.

ICl:  anumeric parameter representing the natural logarithm of the clearance.

VALUE
a numeric vector of the same lengthigsut . It is the value of the expression

Doseexp(IKe + 1Ka —ICl)
exp(IKa) —exp(lKe)

{exp[—exp(IKe) - input] — exp[— exp(IKa) - input]}

. If all of the argumentdke , IKa , andICl are names of objects, as opposed
to expressions or explicit numerical values, the gradient matrix with respect to
these names is attached as an attribute nayraetint

SEE ALSO
nls , selfStart

EXAMPLE

Theoph.1 <- Theoph[ Theoph$Subject == 1, ]

# response only

SSfol( Theoph.1$Dose, Theoph.1$Time, -2.5, 0.5, -3 )
IKe <- -2.5

IKa <- 0.5

ICl <- -3

# response and gradient

SSfol( Theoph.1$Dose, Theoph.1$Time, IKe, IKa, ICI )
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SSfpl Four-parameter Logistic Model SSfpl

This selfStart model evaluates the four-parameter logistic function and its
gradient. It has aimitial attribute that will evaluate initial estimates of the
parameterg, B, xmid , andscal for a given set of data.

SSfpl(input, A, B, xmid, scal)
ARGUMENTS
input:  a numeric vector of values at which to evaluate the model.

A: anumeric parameter representing the horizontal asymptote on the left side (very
small values ofnput ).

B: a numeric parameter representing the horizontal asymptote on the right side
(very large values ahput ).

xmid: & numeric parameter representing i@t value at the inflection point of the
curve. The value o8Sfpl  will be midway betweem andB atxmid .

scal: anumeric scale parameter on thput axis.

VALUE

a numeric vector of the same lengthiagut . It is the value of the expression
A+ (B — A)/{1 + exp[(zmid — input)/scal]}. If all of the argumentsy,
B, xmid , andscal are names of objects, as opposed to expressions or explicit
numerical values, the gradient matrix with respect to these names is attached as
an attribute namegradient

SEE ALSO
nls , selfStart

EXAMPLE

Chick.1 <- ChickWeight[ChickWeight$Chick == 1, ]

SSfpl( Chick.1$Time, 13, 368, 14, 6 ) # response only

A <- 13

B <- 368

xmid <- 14

scal <- 6

SSfpl( Chick.1$Time, A, B, xmid, scal ) # response and gradient
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SSlogis

Logistic model SSlogis

This selfStart model evaluates the logistic function and its gradient. It has
aninitial attribute that will evaluate initial estimates of the parameteasan,
xmid , andscal for a given set of data.

SSfpl(input, Asym, xmid, scal)

ARGUMENTS
input:  a numeric vector of values at which to evaluate the model.
Asym: a numeric parameter representing the asymptote.
xmid: a numeric parameter representing thealue at the inflection point of the curve.
The value ofSSlogis  will be Asym/2 atxmid .
scal: anumeric scale parameter on thput axis.
VALUE
a numeric vector of the same lengthiasut . It is the value of the expression
Asym/{1 + exp[(zmid — input)/scal]}. If all of the argument&sym, xmid ,
andscal are names of objects, as opposed to expressions or explicit numerical
values, the gradient matrix with respect to these names is attached as an attribute
namedgradient
SEE ALSO
nls , selfStart
EXAMPLE

Chick.1 <- ChickWeight[ChickWeight$Chick == 1, ]

SSlogis( Chick.1$Time, 368, 14, 6 ) # response only

Asym <- 368

xmid <- 14

scal <- 6

SSlogis( Chick.1$Time, Asym, xmid, scal ) # response and gradient
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SSmicmen Michaelis-Menten model SSmicmen

ThisselfStart ~ model evaluates the Michaelis-Menten model and its gradient.
It has aninitial attribute that will evaluate initial estimates of the parameters
VmandK

SSmicmen(input, Vm, K)

ARGUMENTS
input:  a numeric vector of values at which to evaluate the model.
Vm: a numeric parameter representing the maximum value of the response.

K: a numeric parameter representing @t value at which half the maximum
response is attained. In the field of enzyme kinetics this is called the Michaelis
parameter.

VALUE

a numeric vector of the same lengthigsut . It is the value of the expression
Vm -input /(K + input). If both the argumentgmandK are names of objects,
as opposed to expressions or explicit numerical values, the gradient matrix with
respect to these names is attached as an attribute naeieht

SEE ALSO
nls , selfStart

EXAMPLE
PurTrt <- Puromycin[ Puromycin$state == "treated", ]
SSmicmen( PurTrt$conc, 200, 0.05 ) # response only
Vm <- 200
K <- 0.05

SSmicmen( PurTrt$conc, Vm, K ) # response and gradient
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summary.corStruct Summarize a corStruct Object summary.corStruct

This method function preparesject to be printed using thgrint.summary
method, by changing its class and addirgractName  attribute to it.

summary(object, structName)
ARGUMENTS
object:  an object inheriting from clasrStruct , representing a correlation structure.

structName:  an optional character string defining the type of correlation structure as-
sociated withobject , to be used in therint.summary  method. Defaults to
class(object)[1]

VALUE
an object identical tobject , but with its class changed sammary.corStruct
and an additional attributeiructName . The returned value inherits from the
same classes abject

SEE ALSO
print.summary.corStruct
EXAMPLE

csl <- corAR1(0.2)
summary(csl)

summary.gls Summarize a gls Object summary.gls

Additional information about the linear model fit representebjgct is ex-
tracted and included as componentsbiect . The returned object is suitable
for printing with theprint.summary.gls method.

summary(object, verbose)

ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

verbose:  an optional logical value used to control the amount of output iptihesummary.gls
method. Defaults tEALSE

VALUE
an object inheriting from classummary.gls  with all components included in
object (seeglsObject for a full description of the components) plus the fol-
lowing components:
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corBeta:  approximate correlation matrix for the coefficients estimates
tTable:  a data frame with columngalue , Std. Error , t-value , andp-value rep-
resenting respectively the coefficients estimates, their approximate standard er-
rors, the ratios between the estimates and their standard errors, and the associated
p-value under a t approximation. Rows correspond to the different coefficients.
residuals: if more than five observations are used in gle fit, a vector with the mini-
mum, 25 quantile, and maximum of the residuals distribution; else the residuals.
AIC: the Akaike Information Criterion correspondingdbject
BIC: the Bayesian Information Criterion correspondingiect
SEE ALSO
gls , AIC, BIC, print.summary.gls
EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,
correlation = corAR1(form = ~ 1 | Mare))
summary(fm1)
summary.ImList Summarize an ImList Object summary.ImList
The summary.Im method is applied to eadm component obbject to pro-
duce summary information on the individual fits, which is organized into a
list of summary statistics. The returned object is suitable for printing with the
print.summary.ImList method.
summary(object, pool)
ARGUMENTS
object: an object inheriting from cladsiList , representing a list din fitted objects.
pool: an optional logical value indicating whether a pooled estimate of the residual
standard error should be used. Defaukltigobject, "pool")
VALUE
a list with summary statistics obtained by applyBugnmary.Im to the elements
of object , inheriting from classummary.ImList . The components afalue
are:
call:  alist containing an image of theiList call that producedbject
coefficients: a three dimensional array with summary information onlthecoeffi-
cients. The first dimension corresponds to the names @hjeet components,
the second dimension is given Bbyalue" ,"Std. Error"  ,"t value" ,and
"Pr(>|t))" , corresponding, respectively, to the coefficient estimates and their

associated standard errors, t-values, and p-values. The third dimension is given
by the coefficients names.
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correlation: a three dimensional array with the correlations between the indivigual
coefficient estimates. The first dimension corresponds to the names aif-the
ject components. The third dimension is given by the coefficients names. For
each coefficient, the rows of the associated array give the correlations between
that coefficient and the remaining coefficients liaycomponent.

cov.unscaled: a three dimensional array with the unscaled variances/covariances for
the individuallm coefficient estimates (giving the estimated variance/covariance
for the coefficients, when multiplied by the estimated residual errors). The first
dimension corresponds to the names ofdhject components. The third di-
mension is given by the coefficients names. For each coefficient, the rows of the
associated array give the unscaled covariances between that coefficient and the
remaining coefficients, byn component.

df: an array with the number of degrees of freedom for the model and for residuals,
for eachim component.

df.residual: the total number of degrees of freedom for residuals, corresponding to
the sum of residuals df of alih components.

fstatistics: an array with the F test statistics and corresponding degrees of freedom,
for eachim component.

pool: the value of thepool argument to the function.
r.squared: a vector with the multiple R-squared statistics for emettomponent.
residuals: a list with components given by the residuals from individuafits.
RSE: the pooled estimate of the residual standard error.
sigma: a vector with the residual standard error estimates for the individuéits.
terms:  the terms object used in fitting the individual components.

SEE ALSO
ImList , print.summary.ImList

EXAMPLE

fml <- ImList(distance ~ age | Subject, Orthodont)
summary(fm1)
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summary.lme Summarize an Ime Object summary.Ime

Additional information about the linear mixed-effects fit representedhpct
is extracted and included as componentlgect . The returned object is
suitable for printing with therint.summary.Ime method.

summary(object, verbose)
ARGUMENTS

object:  an object inheriting from clasine, representing a fitted linear mixed-effects
model.

verbose:  an optional logical value used to control the amount of output iptinesummary.Ime
method. Defaults tEALSE

VALUE
an object inheriting from classummary.Ime with all components included in
object (seelmeObject for a full description of the components) plus the fol-
lowing components:

corFixed:  approximate correlation matrix for the fixed effects estimates

ZTable: a data frame with columngalue , Std. Error , z-value , andp-value rep-
resenting respectively the fixed effects estimates, their approximate standard er-
rors, the ratios between the estimates and their standard errors, and the associated
p-value under a normal approximation. Rows correspond to the different fixed
effects.

residuals: if more than five observations are used in the fit, a vector with the
minimum, 25 quantile, and maximum of the innermost grouping level residuals
distribution; else the innermost grouping level residuals.

AIC: the Akaike Information Criterion correspondingdbject
BIC: the Bayesian Information Criterion correspondinglect

SEE ALSO
Ime, AIC, BIC, print.summary.lme

EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
summary(fm1)
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summary.modelStruct Summarize modelStruct summary.modelStruct

This method function appliesimmary to each element afbject
summary(object)
ARGUMENTS

object:  an object inheriting from classodelStruct , representing a list of model com-
ponents, such asrStruct  andvarFunc objects.

VALUE

a list with elements given by the summarized componentsbjgt . The re-
turned value is of classummary.modelStruct  , also inheriting from the same
classes asbject

SEE ALSO
print.summary.modelStruct

EXAMPLE
Imsl <- ImeStruct(reStruct = reStruct(pdDiag(diag(2), ~ age)),

corStruct = corAR1(0.3))

summary(Ims1)

summary.nlsList Summarize an nisList Object summary.nlsList
The summary.nls  method is applied to eaclis component ofobject to
produce summary information on the individual fits, which is organized into a
list of summary statistics. The returned object is suitable for printing with the
print.summary.nisList method.
summary(object, pool)

ARGUMENTS

object:  anobjectinheriting from classsList , representing alist ofls fitted objects.

pool: an optional logical value indicating whether a pooled estimate of the residual

standard error should be used. Defaultigobject, "pool")

VALUE
a list with summary statistics obtained by applyisignmary.nls  to the ele-
ments ofobject , inheriting from classummary.nisList . The components
of value are:

cal:  alist containing an image of theésList  call that producedbject
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parameters: a three dimensional array with summary information onnle coeffi-
cients. The first dimension corresponds to the names alfleet components,
the second dimension is given byalue" ,"Std. Error"  ,"t value" ,and
"Pr(>|t|)" , corresponding, respectively, to the coefficient estimates and their
associated standard errors, t-values, and p-values. The third dimension is given
by the coefficients names.

correlation: a three dimensional array with the correlations between the individual
nls coefficient estimates. The first dimension corresponds to the names of the
object components. The third dimension is given by the coefficients names.
For each coefficient, the rows of the associated array give the correlations be-
tween that coefficient and the remaining coefficientsplby component.

cov.unscaled: a three dimensional array with the unscaled variances/covariances for
the individuallm coefficient estimates (giving the estimated variance/covariance
for the coefficients, when multiplied by the estimated residual errors). The first
dimension corresponds to the names ofdhject components. The third di-
mension is given by the coefficients names. For each coefficient, the rows of the
associated array give the unscaled covariances between that coefficient and the
remaining coefficients, byls component.

df: an array with the number of degrees of freedom for the model and for residuals,
for eachnls component.

df.residual: the total number of degrees of freedom for residuals, corresponding to
the sum of residuals df of afls components.

pool:  the value of thepool argument to the function.
RSE: the pooled estimate of the residual standard error.
sigma: a vector with the residual standard error estimates for the individuéits.

SEE ALSO
nisList , summary.nls
EXAMPLE

fml <- nisList(weight ~ SSlogis(Time, Asym, xmid, scal) | Plot,
Soybean)
summary(fm1)
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summary.pdMat Summarize a pdMat Object summary.pdMat

Attributes structName  and noCorrelation , with the values of the corre-
sponding arguments to the method function, are appendetjgot and its
class is changed taummary.pdMat .

summary(object, structName, noCorrelation)
ARGUMENTS
object:  an object inheriting from claggiMat , representing a positive definite matrix.

structName:  an optional character string with a description of thMat class. De-
fault depends on the method functioBiocked” for pdBlocked , "Compound
Symmetry" for pdCompSymm"Diagonal"  for pdDiag , "Multiple of an
Identity" for pdident , ’General Positive-Definite, Natural Parametrization

for pdNatural , “"General Positive-Definite™ fopdSymm anddata.class(object)
for pdMat .

noCorrelation: an optional logical value indicating whether correlations are to be printed
in print.summary.pdMat . Default depends on the method functidkALSE
for pdDiag andpdident , andTRUEfor all other classes.

VALUE

an object similar tabject , with additional attributestructName and no-
Correlation , inheriting from classummary.pdMat .

SEE ALSO
print.summary.pdMat , pdMat

EXAMPLE

summary(pdSymm(diag(4)))
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summary.varFunc Summarize varFunc Object summary.varFunc

A structName  attribute, with the value of corresponding argument, is appended
to object and its class is changed ¢ommary.varFunc

summary(object, structName)

ARGUMENTS

object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.

structName:  an optional character string with a description of theFunc class. De-
fault depends on the method functidi@ombination of variance func-

tions" for varComb, "Constant plus power of covariate" for var-
ConstPower , "Exponential of variance covariate" for varExp , "Dif-
ferent standard deviations per stratum"” forvarldent ,"Power of
variance covariate" for varPower , anddata.class(object) for var-
Func.

VALUE
an object similar tebject , with an additional attributetructName , inheriting
from classsummary.varFunc

SEE ALSO
print.summary.varFunc
EXAMPLE

vfl <- varPower(0.3, form = ~ age)
vfl <- initialize(vfl, Orthodont)
summary(vfl)

242



update.gls Update a gls Object update.gls

The non-missing arguments in the call to thelate.gls  method replace the
corresponding arguments in the original call used to prodbjget andgls is
used with the modified call to produce an updated fitted object.

update(object, model, data, correlation, weights, subset, method,
na.action, control)

ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized least squares
fitted linear model.

other arguments: defined as irgls . See the documentation on that function for de-

scriptions of and default values for these arguments.
VALUE

an updatedls object.

SEE ALSO
gls

EXAMPLE
fml <- gls(follicles ~ sin(2*pi*Time) + cos(2*pi*Time), Ovary,

correlation = corAR1(form = ~ 1 | Mare))
fm2 <- update(fml, weights = varPower())

update.gnls Update a gnls Object update.gnls

The non-missing arguments in the call to thpelate.gnls  method replace the
corresponding arguments in the original call used to prodbjget andgnls
is used with the modified call to produce an updated fitted object.

update(object, model, data, params, start, correlation, weights,
subset, na.action, naPattern, control, verbose)

ARGUMENTS

object:  an object inheriting from clasgls , representing a generalized nonlinear least
squares fitted model.

other arguments: defined as irgnls . See the documentation on that function for
descriptions of and default values for these arguments.
VALUE
an updatednls object.
SEE ALSO

gnls
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EXAMPLE

fml <- gnls(weight ~ SSlogis(Time, Asym, xmid, scal), Soybean,
weights = varPower())
fm2 <- update(fml, correlation = corAR1())

update.groupedData Update a groupedData Object  update.groupedDatd

The non-missing arguments in the call to th@late.groupedData method
replace the corresponding arguments in the original call used to protjece
andgroupedData is used with the modified call to produce an updated fitted
object.

update(object, formula, data, order.groups, FUN, outer, inner,
labels, units)

ARGUMENTS
object:  an object inheriting from claggoupedData .

other arguments: defined as igroupedData . See the documentation on that func-
tion for descriptions of and default values for these arguments.

VALUE
an updatedroupedData object.

SEE ALSO
groupedData

EXAMPLE
Orthodont2 <- update(Orthodont, FUN = mean)
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update.lmList Update an ImList Object update.ImList

The non-missing arguments in the call to thpglate.ImList method replace
the corresponding arguments in the original call used to prodbjeet and
ImList is used with the modified call to produce an updated fitted object.

update(object, formula, data, level, subset, na.action,
control, pool)

ARGUMENTS
object:  an object inheriting from cladsiList , representing a list dfn fitted objects.

formula: a two-sided linear formula with the common model for the individuraldits.

other arguments: defined as inmList . See the documentation on that function for

descriptions of and default values for these arguments.
VALUE

an updatedinList object.

SEE ALSO
ImList

EXAMPLE
fml <- ImList(Orthodont)
fm2 <- update(fml, distance ~ l(age - 11))

update.lme Update an Ime Object update.lme

The non-missing arguments in the call to thelate.Ime  method replace the
corresponding arguments in the original call used to prodbjget andime is
used with the modified call to produce an updated fitted object.

update(object, fixed, data, random, correlation, weights,
subset, method, na.action, control)

ARGUMENTS

object:  an object inheriting from clasine, representing a fitted linear mixed-effects
model.

other arguments: defined as inme. See the documentation on that function for de-

scriptions of and default values for these arguments.

VALUE
an updatedime object.

SEE ALSO
Ime
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EXAMPLE

fml <- Ime(distance ~ age, Orthodont, random = ~ age | Subject)
fm2 <- update(fml, distance ~ age * Sex)
update.modelStruct Update a modelStruct Object update.modelStruct

This method function updates each elementigéct , allowing the access to
data .

update(object, data)

ARGUMENTS

object:  an object inheriting from clasaodelStruct , representing a list of model com-
ponents, such a®rStruct  andvarFunc objects.
data: a data frame in which to evaluate the variables needed for updating the elements
of object
VALUE
an object similar twbject (same class, length, and names), but with updated
elements.

NOTE
This method function is generally only used inside model fitting functions like

Ime andgls , which allow model components, such as variance functions.

update.nime Update an nime Object update.nime

The non-missing arguments in the call to theelate.nlme  method replace the
corresponding arguments in the original call used to prodbjget andnime
is used with the modified call to produce an updated fitted object.

update(object, model, data, fixed, random, groups, start,
correlation, weights, subset, method, na.action,
naPattern, control, verbose)

ARGUMENTS

object:  an object inheriting from classime, representing a fitted nonlinear mixed-
effects model.

other arguments: defined as imime . See the documentation on that function for
descriptions of and default values for these arguments.
VALUE
an updatedime object.
SEE ALSO

nime

246



EXAMPLE

fml <- nime(weight ~ SSlogis(Time, Asym, xmid, scal),
data = Soybean, fixed = Asym + xmid + scal ~ 1,
start = ¢(18, 52, 7.5))

fm2 <- update(fml, weights = varPower())

update.nlsList Update an nisList Object update.nlsList

The non-missing arguments in the call to tipelate.nlsList method replace
the corresponding arguments in the original call used to prodbjeet and
nisList  is used with the modified call to produce an updated fitted object.

update(object, model, data, start, control, level, subset,
na.action, control, pool)

ARGUMENTS
object:  anobjectinheriting from classsList , representing a list of fittedls objects.

other arguments: defined as imlsList . See the documentation on that function for
descriptions of and default values for these arguments.

VALUE
an updatedhisList  object.

SEE ALSO
nisList

EXAMPLE

fml <- nisList(weight ~ SSlogis(Time, Asym, xmid, scal) | Plot,
Soybean)
fm2 <- update(fml, start = list(tAsym = 23, xmid = 57, scal = 9))
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update.varFunc Update varFunc Object update.varFunc

If the formula(object) includes &." term, representing a fitted object, the
variance covariate needs to be updated upon completion of an optimization cycle
(in which the variance function weights are kept fixed). This method function
allows a reevaluation of the variance covariate using the current fitted object and,
optionally, other variables in the original data.

update(object, data)
ARGUMENTS

object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.

data: a list with a component named with the current version of the fitted object
(from which fitted values, coefficients, and residuals can be extracted) and, if
necessary, other variables used to evaluate the variance covariate(s).

VALUE
if formula(object) includes &'." term, anvarFunc object similar toob-
ject , but with the variance covariate reevaluated at the current fitted object
value; elseobject is returned unchanged.

SEE ALSO
needUpdate , covariate<-.varFunc

varClasses Variance Function Classes varClasses

Standard classes of variance function structura$(nc ) available in thealme

library. Covariates included in the variance function, denoted by variance covari-

ates, may involve functions of the fitted model object, such as the fitted values
and the residuals. Different coefficients may be assigned to the levels of a clas-
sification factor.

STANDARD CLASSES

varExp:  exponential of a variance covariate.

varPower:  power of a variance covariate.

varConstPower:  constant plus power of a variance covariate.

varldent: constant variance(s), generally used to allow different variances according to
the levels of a classification factor.

varFixed:  fixed weights, determined by a variance covariate.
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varComb: combination of variance functions.

NOTE
Users may define their owvarFunc classes by specifying eonstructor
function and, at a minimum, methods for the functioosf , coef<- , andini-
tialize . For examples of these functions, see the methods forvdsBswer .

SEE ALSO
varExp , varPower , varConstPower ,varldent ,varFixed ,varComb

varComb Combination of Variance Functions varComb

This function is a constructor for thearComb class, representing a combina-
tion of variance functions. The corresponding variance function is equal to the
product of the variance functions of therFunc objects listed in..

varComby(...)
ARGUMENTS
objects inheriting from clasgrFunc representing variance function structures.

VALUE
avarComb object representing a combination of variance functions, also inher-
iting from classvarFunc .

SEE ALSO
varWeights.varComb , coef.varComb
EXAMPLE
vfl <- varComb(varldent(form = ~ 1|Sex), varPower())
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varConstPower Constant Plus Power Variance Function varConstPower

This function is a constructor for therConstPower class, representing a con-
stant plus power variance function structure. Lettindenote the variance co-
variate andr?(v) denote the variance function evaluated athe constant plus
power variance function is defined as(v) = (61 + \v|"2)2, whered, 6, are

the variance function coefficients. When a grouping factor is present, different
01, 65 are used for each factor level.

varConstPower(const, power, form, fixed)

ARGUMENTS

const, power: optional numeric vectors, or lists of numeric values, with, respectively,

form:

fixed:

the coefficients for the constant and the power terms. Both arguments must have
length one, unless a grouping factor is specifietbim . If either argument has
length greater than one, it must have names which identify its elements to the
levels of the grouping factor defined form . If a grouping factor is present in

form and the argument has length one, its value will be assigned to all grouping
levels. Only positive values are allowed fasnst . Default isnumeric(0)

which results in a vector of zeros of appropriate length being assigned to the co-
efficients wherobject is initialized (corresponding to constant variance equal

to one).

an optional one-sided formula of the forav, or~v | g , specifying a variance
covariatev and, optionally, a grouping factgrfor the coefficients. The variance
covariate must evaluate to a numeric vector and may involve expressions using
, representing a fitted model object from which fitted valdieeq(.) )
and residualsrésid(.) ) can be extracted (this allows the variance covariate to
be updated during the optimization of an objective function). When a grouping
factor is present irform , a different coefficient value is used for each of its
levels. Several grouping variables may be simultaneously specified, separated by
the* operator, like in~ v | g1 * g2 * g3 . Inthis case, the levels of each
grouping variable are pasted together and the resulting factor is used to group the
observations. Defaults tofitted(.) representing a variance covariate given
by the fitted values of a fitted model object and no grouping factor.

an optional list with componenisonst and/orpower , consisting of nhumeric
vectors, or lists of numeric values, specifying the values at which some or all of
the coefficients in the variance function should be fixed. If a grouping factor is
specified irform , the components diked must have names identifying which
coefficients are to be fixed. Coefficients includedixed are not allowed to
vary during the optimization of an objective function. Defaultd\tdLL, corre-
sponding to no fixed coefficients.
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VALUE
avarConstPower object representing a constant plus power variance function
structure, also inheriting from clasarFunc .

SEE ALSO
varWeights.varFunc , coef.varConstPower
EXAMPLE
vfl <- varConstPower(1.2, 0.2, form = ~ age|Sex)
VarCorr Extract variance and correlation components VarCorr

This function calculates the estimated variances, standard deviations, and cor-
relations between the random-effects terms in a linear mixed-effects model, of
classime, or a nonlinear mixed-effects model, of clagse . The within-group

error variance and standard deviation are also calculated.

VarCorr(object, sigma, rdig)
ARGUMENTS
object:  a fitted model object, usually an object inheriting from class.

sigma: an optional numeric value used as a multiplier for the standard deviations. De-
faultis1.

rdig:  an optional integer value specifying the number of digits used to represent cor-
relation estimates. Default &

VALUE
a matrix with the estimated variances, standard deviations, and correlations for
the random effects. The first two columns, narvadance andStdDev , give,
respectively, the variance and the standard deviations. If there are correlation
components in the random effects model, the third column, nabeed, and
the remaining unnamed columns give the estimated correlations among random
effects within the same level of grouping. The within-group error variance and
standard deviation are included as the last row in the matrix.

EXAMPLE

fml <- Ime(distance ~ age, data = Orthodont, random = ~age)
VarCorr(fm1)
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varExp

Exponential Variance Function varExp

This function is a constructor for therExp class, representing an exponential
variance function structure. Lettingdenote the variance covariate ant(v)
denote the variance function evaluatedvathe exponential variance function
is defined asr?(v) = exp(26v), whered is the variance function coefficient.
When a grouping factor is present, a differ@ns used for each factor level.

varExp(value, form, fixed)

ARGUMENTS

value:

form:

fixed:

VALUE

an optional numeric vector, or list of numeric values, with the variance function
coefficientsValue must have length one, unless a grouping factor is specified in
form . If value has length greater than one, it must have names which identify
its elements to the levels of the grouping factor definefbim . If a grouping
factor is presentiform andvalue has length one, its value will be assigned to
all grouping levels. Default isumeric(0) , which results in a vector of zeros of
appropriate length being assigned to the coefficients wbget is initialized
(corresponding to constant variance equal to one).

an optional one-sided formula of the forv, or~v | g , specifying a variance
covariatev and, optionally, a grouping factgrfor the coefficients. The variance
covariate must evaluate to a numeric vector and may involve expressions using
, representing a fitted model object from which fitted valuieed(.) )
and residualsrésid(.) ) can be extracted (this allows the variance covariate to
be updated during the optimization of an objective function). When a grouping
factor is present ifform , a different coefficient value is used for each of its
levels. Several grouping variables may be simultaneously specified, separated by
the* operator, like in~ v | g1 * g2 * g3 . Inthis case, the levels of each
grouping variable are pasted together and the resulting factor is used to group the
observations. Defaults tofitted(.) representing a variance covariate given
by the fitted values of a fitted model object and no grouping factor.

an optional numeric vector, or list of numeric values, specifying the values at
which some or all of the coefficients in the variance function should be fixed.
If a grouping factor is specified iform , fixed must have names identifying
which coefficients are to be fixed. Coefficients includediiad are not al-
lowed to vary during the optimization of an objective function. Defaultstal,
corresponding to no fixed coefficients.

avarExp object representing an exponential variance function structure, also
inheriting from classarFunc .

SEE ALSO

varWeights.varFunc , coef.varExp
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EXAMPLE

vfl <- varExp(0.2, form = ~ age|Sex)

varFixed

Fixed Variance Function varFixed

This function is a constructor for thearFixed class, representing a variance
function with fixed variances. Lettingdenote the variance covariate defined in
value , the variance function?(v) for this class iss?(v) = |v|. The variance
covariatev is evaluated once at initialization and remains fixed thereafter. No
coefficients are required to represent this variance function.

varFixed(value)
ARGUMENTS
value:  a one-sided formula of the forrv specifying a variance covariate Grouping
factors are ignored.
VALUE
avarFixed object representing a fixed variance function structure, also inherit-
ing from classvarFunc .
SEE ALSO
varWeights.varFunc , varFunc
EXAMPLE
vfl <- varFixed( ~ age)
varFunc Variance Function Structure varFunc
If object is a one-sided formula, it is used as the argumenatsixed and
the resulting object is returned. Elseplject inherits from classarFunc , it
is returned unchanged.
varFunc(object)
ARGUMENTS
object:  either an one-sided formula specifying a variance covariate, or an object inher-
iting from classvarFunc , representing a variance function structure.
VALUE
an object from clasgarFunc , representing a variance function structure.
SEE ALSO

varFixed , varWeights.varFunc , coef.varFunc

253



EXAMPLE

vfl <- varFunc( ~ age)

varldent

Different Variances per Group varldent

This function is a constructor for thearident  class, representing a constant
variance function structure. If no grouping factor is presefdrim , the variance
function is constant and equal to one, and no coefficients required to represent it.
Whenform includes a grouping factor with/ > 1 levels, the variance function
allows M different variances, one for each level of the factor. For identifiability
reasons, the coefficients of the variance function represent the ratios between the
variances and a reference variance (corresponding to a reference group level).
Therefore, onlyM — 1 coefficients are needed to represent the variance function.
By default, if the elements imalue are unnamed, the first group level is taken

as the reference level.

varldent(value, form, fixed)

ARGUMENTS

value:

form:

fixed:

an optional numeric vector, or list of numeric values, with the variance function
coefficients. If no grouping factor is presentfanm , this argument is ignored,

as the resulting variance function contains no coefficientgallie has length

one, its value is repeated for all coefficients in the variance functiovalig

has length greater than one, it must have length equal to the number of group-
ing levels minus one and names which identify its elements to the levels of the
grouping factor. Only positive values are allowed for this argument. Default is
numeric(0) , which results in a vector of zeros of appropriate length being as-
signed to the coefficients wheibject is initialized (corresponding to constant
variance equal to one).

an optional one-sided formula of the forav, or~v | g , specifying a variance
covariatev and, optionally, a grouping factgrfor the coefficients. The variance
covariate is ignored in this variance function. When a grouping factor is present
in form , a different coefficient value is used for each of its levels less one ref-
erence level (see description section below). Several grouping variables may be
simultaneously specified, separated by*theperator, like in~ v | g1 * g2

* g3 . In this case, the levels of each grouping variable are pasted together and
the resulting factor is used to group the observations. Defaukd to

an optional numeric vector, or list of numeric values, specifying the values at
which some or all of the coefficients in the variance function should be fixed.
It must have names identifying which coefficients are to be fixed. Coefficients
included infixed are not allowed to vary during the optimization of an objective
function. Defaults taNULL, corresponding to no fixed coefficients.
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VALUE

avarldent object representing a constant variance function structure, also in-
heriting from claswarFunc .

SEE ALSO
varWeights.varFunc , coef.varldent
EXAMPLE
vfl <- varldent(c(F = 0.5), form = ~ 1| Sex)
Variogram Calculate Semi-Variogram Variogram

This function is generic; method functions can be written to handle specific
classes of objects. Classes which already have methods for this function in-

cludedefault , gls andime. See the appropriate method documentation for a
description of the arguments.

Variogram(object, distance, ...)
VALUE
will depend on the method function used; see the appropriate documentation.

REFERENCES
Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.

Diggle, P.J., Liang, K.Y. and Zeger, S. L. (1994) "Analysis of Longitudinal
Data”, Oxford University Press Inc.

SEE ALSO
Variogram.default ,Variogram.gls  , Variogram.Ime , plot.Variogram

EXAMPLE

## see the method function documentation
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Variogram.corExp Calculate Semi-Variogram for a corExp Obje¢ariogram.corExp

This method function calculates the semi-variogram values corresponding to the
Exponential correlation model, using the estimated coefficients corresponding to
object , at the distances defined Higtance

Variogram(object, distance, sig2, length.out)
ARGUMENTS

object:  an object inheriting from classorExp , representing an exponential spatial cor-
relation structure.

distance: an optional numeric vector with the distances at which the semi-variogram is
to be calculated. Defaults tdULL, in which case a sequence of lengtihgth.out
between the minimum and maximum valuesgetCovariate(object) is
used.

sig2:  an optional numeric value representing the process variance. Defaults to

length.out: an optional integer specifying the length of the sequence of distances to be
used for calculating the semi-variogram, whiistance = NULL . Defaults to
50.

VALUE
a data frame with columngariog anddist representing, respectively, the
semi-variogram values and the corresponding distances. The returned value in-
herits from clas¥ariogram

REFERENCES

Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
SEE ALSO

corExp , plot.Variogram
EXAMPLE

csl <- corExp(3, form = ~ Time | Rat)

csl <- initialize(csl, BodyWeight)
Variogram(cs1)[1:10,]
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Variogram.corGausCalculate Semi-Variogram for a corGaus Objé&rtogram.corGaus

This method function calculates the semi-variogram values corresponding to the
Gaussian correlation model, using the estimated coefficients corresponding to
object , at the distances defined Higtance

Variogram(object, distance, sig2, length.out)
ARGUMENTS

object:  an object inheriting from classorGaus , representing an Gaussian spatial cor-
relation structure.

distance: an optional numeric vector with the distances at which the semi-variogram is
to be calculated. Defaults tdULL, in which case a sequence of lengthgth.out
between the minimum and maximum valuesgetCovariate(object) is
used.

sig2:  an optional numeric value representing the process variance. Defaults to

length.out: an optional integer specifying the length of the sequence of distances to be
used for calculating the semi-variogram, whiistance = NULL . Defaults to
50.

VALUE
a data frame with columngariog anddist representing, respectively, the
semi-variogram values and the corresponding distances. The returned value in-
herits from clas¥ariogram

REFERENCES

Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
SEE ALSO

corGaus , plot.Variogram
EXAMPLE

csl <- corGaus(3, form = ~ Time | Rat)

csl <- initialize(csl, BodyWeight)
Variogram(cs1)[1:10,]
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Variogram.corLin Calculate Semi-Variogram for a corLin Objed¥ariogram.corLin

This method function calculates the semi-variogram values corresponding to the
Linear correlation model, using the estimated coefficients corresponditg to
ject , at the distances defined Higtance

Variogram(object, distance, sig2, length.out)
ARGUMENTS

object:  an object inheriting from clasorLin , representing an Linear spatial correla-
tion structure.

distance: an optional numeric vector with the distances at which the semi-variogram is
to be calculated. Defaults tdULL, in which case a sequence of lengtihgth.out
between the minimum and maximum valuesgetCovariate(object) is
used.

sig2:  an optional numeric value representing the process variance. Defaults to

length.out: an optional integer specifying the length of the sequence of distances to be
used for calculating the semi-variogram, whiistance = NULL . Defaults to
50.

VALUE
a data frame with columngariog anddist representing, respectively, the
semi-variogram values and the corresponding distances. The returned value in-
herits from clas¥ariogram

REFERENCES
Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.

SEE ALSO
corLin , plot.vVariogram
EXAMPLE
csl <- corLin(15, form = ~ Time | Rat)

csl <- initialize(csl, BodyWeight)
Variogram(cs1)[1:10,]
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Variogram.corRatio Calculate Semi-Variogram for a corRatio Objéatiogram.corRatio

This method function calculates the semi-variogram values corresponding to the
Rational Quadratic correlation model, using the estimated coefficients corre-
sponding tabject , at the distances defined Higtance

Variogram(object, distance, sig2, length.out)
ARGUMENTS

object:  an object inheriting from classorRatio , representing an Rational Quadratic
spatial correlation structure.

distance: an optional numeric vector with the distances at which the semi-variogram is
to be calculated. Defaults tdULL, in which case a sequence of lengthgth.out
between the minimum and maximum valuesgetCovariate(object) is
used.

sig2:  an optional numeric value representing the process variance. Defaults to

length.out: an optional integer specifying the length of the sequence of distances to be
used for calculating the semi-variogram, whiistance = NULL . Defaults to
50.

VALUE
a data frame with columngariog anddist representing, respectively, the
semi-variogram values and the corresponding distances. The returned value in-
herits from clas¥ariogram

REFERENCES

Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
SEE ALSO

corRatio , plot.Variogram
EXAMPLE

csl <- corRatio(7, form = ~ Time | Rat)

csl <- initialize(csl, BodyWeight)
Variogram(cs1)[1:10,]
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Variogram.corSpherCalculate Semi-Variogram for a corSpher Objé&siogram.corSpher

This method function calculates the semi-variogram values corresponding to the
Spherical correlation model, using the estimated coefficients corresponding to
object , at the distances defined Higtance

Variogram(object, distance, sig2, length.out)
ARGUMENTS

object:  an object inheriting from clas®rSpher , representing an Spherical spatial cor-
relation structure.

distance: an optional numeric vector with the distances at which the semi-variogram is
to be calculated. Defaults tdULL, in which case a sequence of lengthgth.out
between the minimum and maximum valuesgetCovariate(object) is
used.

sig2:  an optional numeric value representing the process variance. Defaults to

length.out: an optional integer specifying the length of the sequence of distances to be
used for calculating the semi-variogram, whiistance = NULL . Defaults to
50.

VALUE
a data frame with columngariog anddist representing, respectively, the
semi-variogram values and the corresponding distances. The returned value in-
herits from clas¥ariogram

REFERENCES
Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.

SEE ALSO
corSpher , plot.Variogram
EXAMPLE
csl <- corSpher(15, form = ~ Time | Rat)

csl <- initialize(csl, BodyWeight)
Variogram(cs1)[1:10,]
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Variogram.default Calculate Semi-Variogram Variogram.default

This method function calculates the semi-variogram for an arbitrary vebtor

ject , according to the distancesdistance . For each pair of elemenisy in
object , the corresponding semi-variogram(is— y)2 /2. The semi-variogram

is useful for identifying and modeling spatial correlation structures in observa-
tions with constant expectation and constant variance.

Variogram(object, distance)
ARGUMENTS

object:  a numeric vector with the values to be used in calculating the semi-variogram,
usually a residual vector from a fitted model.

distance: a numeric vector with the pairwise distances corresponding to the elements of
object . The order of the elements ifistance must correspond to the pairs
1,2), (1,3), ..., (n-1,n) , with n representing the length ebject
and must have lengti(n-1)/2

VALUE

a data frame with columngariog anddist representing, respectively, the
semi-variogram values and the corresponding distances. The returned value in-
herits from clas¥ariogram

REFERENCES
Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
Diggle, P.J., Liang, K.Y. and Zeger, S. L. (1994) "Analysis of Longitudinal
Data”, Oxford University Press Inc.

SEE ALSO
Variogram.gls  , Variogram.Ime , plot.Variogram

EXAMPLE
fml <- Im(follicles ~ sin(2 * pi * Time) + cos(2 * pi * Time),

Ovary, subset = Mare == 1)

Variogram(resid(fm1), dist(1:29))[1:10,]
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Variogram.gls Calculate Semi-Variogram of gls Residuals  Variogram.gls

This method function calculates the semi-variogram for the residuals from an
gls fit. The semi-variogram values are calculated for pairs of residuals within
the same group level, if a grouping factor is presentollapse is different

from "none" , the individual semi-variogram values are collapsed using either a
robust estimatorrébust = TRUE ) defined in Cressie (1993), or the average of
the values within the same distance interval. The semi-variogram is useful for
modelling the error term correlation structure.

Variogram(object, distance, form, resType, data, na.action, maxDist,
length.out, collapse, nint, breaks, robust, metric)

ARGUMENTS

object:

distance:

form:

resType:

data:

na.action:

maxDist:

an object inheriting from clasgls , representing a generalized least squares
fitted model.

an optional numeric vector with the distances between residual pairs. If a
grouping variable is present, only the distances between residual pairs within the
same group should be given. If missing, the distances are calculated based on
the values of the argumerftsm , data , andmetric , unlessbject includes a
corSpatial  element, in which case the associated covariate (obtained with the
getCovariate ~ method) is used.

an optional one-sided formula specifying the covariate(s) to be used for calcu-
lating the distances between residual pairs and, optionally, a grouping factor
for partitioning the residuals (which must appear to the right pfaperator in

form ). Default is~1, implying that the observation order within the groups is
used to obtain the distances.

an optional character string specifying the type of residuals to be useel. If
sponse" , the "raw” residuals (observed - fitted) are used; elsépdérson”
the standardized residuals (raw residuals divided by the corresponding standard
errors) are used; else,"fiormalized" , the normalized residuals (standardized
residuals pre-multiplied by the inverse square-root factor of the estimated error
correlation matrix) are used. Partial matching of arguments is used, so only the
first character needs to be provided. Default$tarson”

an optional data frame in which to interpret the variabletoim . By default,
the same data used to dibject is used.

a function that indicates what should happen when the data comaim he
default actionffa.fail ) causes an error message to be printed and the function
to terminate, if there are any incomplete observations.

an optional numeric value for the maximum distance used for calculating the
semi-variogram between two residuals. By default all residual pairs are included.
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length.out: an optional integer value. Whesbject includes acorSpatial ele-
ment, its semi-variogram values are calculated and this argument is used as the
length.out  argument to the correspondingriogram method. Defaults to
50.

collapse: an optional character string specifying the type of collapsing to be applied
to the individual semi-variogram values. If equal'tpantiles" , the semi-
variogram values are split according to quantiles of the distance distribution,
with equal number of observations per group, with possibly varying distance
interval lengths. Else, iffixed" , the semi-variogram values are divided ac-
cording to distance intervals of equal lengths, with possibly different number of
observations per interval. Else,'ifone" , no collapsing is used and the individ-
ual semi-variogram values are returned. Defaultgtantiles"

nint:  an optional integer with the number of intervals to be used when collapsing the
semi-variogram values. Defaults20.

robust:  an optional logical value specifying if a robust semi-variogram estimator should
be used when collapsing the individual valuesTRUEthe robust estimator is
used. Defaults tGALSE

breaks:  an optional numeric vector with the breakpoints for the distance intervals to be
used in collapsing the semi-variogram values. If not missing, the option specified
in collapse is ignored.

metric: ~ an optional character string specifying the distance metric to be used. The cur-
rently available options ar&euclidian” for the root sum-of-squares of dis-
tancesmaximum" for the maximum difference; anchanhattan*  for the sum
of the absolute differences. Partial matching of arguments is used, so only the
first three characters need to be provided. Defaultsualidian”

VALUE
a data frame with columngariog anddist representing, respectively, the
semi-variogram values and the corresponding distances. If the semi-variogram
values are collapsed, an extra columrpairs , with the number of residual
pairs used in each semi-variogram calculation, is included in the returned data
frame. Ifobject includes acorSpatial  element, a data frame with its corre-
sponding semi-variogram is included in the returned value, as an atttibodie
elvariog" . The returned value inherits from clagariogram

REFERENCES
Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons.
Diggle, P.J., Liang, K.Y. and Zeger, S. L. (1994) "Analysis of Longitudinal
Data”, Oxford University Press Inc.

SEE ALSO
gls , Variogram.default , Variogram.gls , plot.Variogram
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EXAMPLE

fml <- gls(weight ~ Time * Diet, BodyWeight)
Variogram(fml, form = ~ Time | Rat, nint = 10, robust = TRUE)

Variogram.ImeCalculate Semi-Variogram for Residuals from an Ime OMadbgram.Im

This method function calculates the semi-variogram for the within-group residu-
als from anime fit. The semi-variogram values are calculated for pairs of residu-

als within the same group. tbllapse s different from"none" , the individual
semi-variogram values are collapsed using either a robust estimatiost( =

TRUB defined in Cressie (1993), or the average of the values within the same
distance interval. The semi-variogram is useful for modeling the error term cor-

relation structure.

Variogram(object, distance, form, resType, data, na.action, maxDist,
length.out, collapse, nint, breaks, robust, metric)

ARGUMENTS

object:  an object inheriting from clasine, representing a fitted linear mixed-effects

model.

distance: an optional numeric vector with the distances between residual pairs. If a
grouping variable is present, only the distances between residual pairs within the
same group should be given. If missing, the distances are calculated based on

the values of the argumerftsm , data , andmetric , unlessbject includes a

corSpatial  element, in which case the associated covariate (obtained with the

getCovariate ~ method) is used.

form: an optional one-sided formula specifying the covariate(s) to be used for calcu-
lating the distances between residual pairs and, optionally, a grouping factor

for partitioning the residuals (which must appear to the right pfaperator in

form ). Default is~1, implying that the observation order within the groups is

used to obtain the distances.

resType: an optional character string specifying the type of residuals to be useek If
sponse" , the "raw” residuals (observed - fitted) are used; elsgpdfrson”

the standardized residuals (raw residuals divided by the corresponding standard
errors) are used; else,"fformalized” , the normalized residuals (standardized
residuals pre-multiplied by the inverse square-root factor of the estimated error
correlation matrix) are used. Partial matching of arguments is used, so only the

first character needs to be provided. Default$tarson”

data: an optional data frame in which to interpret the variablefoim . By default,
the same data used to dibhject is used.
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na.action: a function that indicates what should happen when the data cowsirmThe
default actionffa.fail ) causes an error message to be printed and the function
to terminate, if there are any incomplete observations.

maxDist:  an optional numeric value for the maximum distance used for calculating the
semi-variogram between two residuals. By default all residual pairs are included.

length.out: an optional integer value. Whesbject includes acorSpatial  ele-
ment, its semi-variogram values are calculated and this argument is used as the
length.out  argument to the correspondiariogram method. Defaults to
50.

collapse: an optional character string specifying the type of collapsing to be applied
to the individual semi-variogram values. If equal'tpantiles® , the semi-
variogram values are split according to quantiles of the distance distribution,
with equal number of observations per group, with possibly varying distance
interval lengths. Else, iffixed" , the semi-variogram values are divided ac-
cording to distance intervals of equal lengths, with possibly different number of
observations per interval. Else;"ifone” , no collapsing is used and the individ-
ual semi-variogram values are returned. Defaultgtantiles”

nint:  an optional integer with the number of intervals to be used when collapsing the
semi-variogram values. Defaults20.

robust:  an optional logical value specifying if a robust semi-variogram estimator should
be used when collapsing the individual valuesTRUEthe robust estimator is
used. Defaults tEALSE

breaks: an optional numeric vector with the breakpoints for the distance intervals to be
used in collapsing the semi-variogram values. If not missing, the option specified
in collapse is ignored.

metric.  an optional character string specifying the distance metric to be used. The cur-
rently available options ar&uclidian” for the root sum-of-squares of dis-
tances;maximum" for the maximum difference; arfchanhattan"  for the sum
of the absolute differences. Partial matching of arguments is used, so only the
first three characters need to be provided. Defaultsudidian”

VALUE
a data frame with columnegariog anddist representing, respectively, the
semi-variogram values and the corresponding distances. If the semi-variogram
values are collapsed, an extra columrpairs , with the number of residual
pairs used in each semi-variogram calculation, is included in the returned data
frame. Ifobject includes acorSpatial  element, a data frame with its corre-
sponding semi-variogram is included in the returned value, as an atttibodie
elvariog® . The returned value inherits from clagsriogram
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REFERENCES

Cressie, N.A.C. (1993), "Statistics for Spatial Data”, J. Wiley & Sons. Dig-
gle, P.J., Liang, K.Y. and Zeger, S. L. (1994) "Analysis of Longitudinal Data”,
Oxford University Press Inc.

SEE ALSO
Ime , Variogram.default , Variogram.gls , plot.Variogram
EXAMPLE
fml <- Ime(weight ~ Time * Diet, BodyWeight, ~ Time | Rat)
Variogram(fml, form = ~ Time | Rat, nint = 10, robust = TRUE)
varPower Power Variance Function varPower

This function is a constructor for therPower class, representing a power vari-
ance function structure. Lettingdenote the variance covariate artdv) denote
the variance function evaluated @tthe power variance function is defined as
o2(v) = |[v|??, wheref is the variance function coefficient. When a grouping
factor is present, a differefitis used for each factor level.

varPower(value, form, fixed)

ARGUMENTS

value:

form:

an optional numeric vector, or list of numeric values, with the variance function
coefficientsValue must have length one, unless a grouping factor is specified in
form . If value has length greater than one, it must have names which identify
its elements to the levels of the grouping factor definefbim . If a grouping
factor is present iform andvalue has length one, its value will be assigned to
all grouping levels. Default isumeric(0) , which results in a vector of zeros of
appropriate length being assigned to the coefficients wbget is initialized
(corresponding to constant variance equal to one).

an optional one-sided formula of the forv, or~v | g , specifying a variance
covariatev and, optionally, a grouping factgrfor the coefficients. The variance
covariate must evaluate to a numeric vector and may involve expressions using
"" , representing a fitted model object from which fitted valdieq(.) )

and residualsrésid(.) ) can be extracted (this allows the variance covariate to
be updated during the optimization of an objective function). When a grouping
factor is present irfiorm , a different coefficient value is used for each of its
levels. Several grouping variables may be simultaneously specified, separated by
the* operator, like in~ v | g1 * g2 * g3 . In this case, the levels of each
grouping variable are pasted together and the resulting factor is used to group the
observations. Defaults teofitted(.) representing a variance covariate given

by the fitted values of a fitted model object and no grouping factor.
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fixed:  an optional numeric vector, or list of numeric values, specifying the values at
which some or all of the coefficients in the variance function should be fixed.
If a grouping factor is specified iform , fixed must have names identifying
which coefficients are to be fixed. Coefficients includediiad are not al-
lowed to vary during the optimization of an objective function. DefaultstiaL,
corresponding to no fixed coefficients.

VALUE
avarPower object representing a power variance function structure, also inher-
iting from classvarFunc .

SEE ALSO
varWeights.varFunc , coef.varPower

EXAMPLE
vfl <- varPower(0.2, form = ~ age|Sex)

varWeights Extract Variance Function Weights varWeights

The inverse of the standard deviations corresponding to the variance function
structure represented lopject are returned.

varWeights(object)
ARGUMENTS

object:  an object inheriting from clasgrFunc , representing a variance function struc-
ture.

VALUE
if object has aweights attribute, its value is returned; els®JLLis returned.

SEE ALSO
logLik.varFunc

EXAMPLE

vfl <- varPower(form= ~ age)
vfl <- initialize(vfl, Orthodont)
coef(vfl) <- 0.3
varWeights(vf1)[1:10]
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varWeights.glsStruct glsStruct Variance Weights varWeights.glsStruct

If object includes avarStruct component, the inverse of the standard devi-
ations of the variance function structure represented by the corresporaing

Func object are returned; else, a vector of ones of length equal to the number of
observations in the data frame used to fit the associated linear model is returned.

varWeights(object)

ARGUMENTS

object:  an object inheriting from clasgisStruct , representing a list of linear model
components, such asrStruct  andvarFunc objects.

VALUE
if object includes avarStruct component, a vector with the corresponding

variance weights; else, or a vector of ones.

SEE ALSO
varWeights

varWeights.ImeStruct ImeStructVariance Weights varWeights.ImeStruct

If object includes avarStruct component, the inverse of the standard devi-
ations of the variance function structure represented by the correspomaing

Func object are returned; else, a vector of ones of length equal to the number
of observations in the data frame used to fit the associated linear mixed-effects

model is returned.
varWeights(object)
ARGUMENTS

object:  an object inheriting from cladmeStruct , representing a list of linear mixed-
effects model components, suchraStruct , corStruct , andvarFunc ob-
jects.

VALUE
if object includes avarStruct component, a vector with the corresponding

variance weights; else, or a vector of ones.

SEE ALSO
varWeights
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