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Abstract

We describe novel lightpath routing and protection schemes and demonstrate an inverse relationship between efficiency of wavelength usage and restoration time.  The methodology is used in the selection of grade of protection in all-optical networks.

1 Introduction 

We describe techniques for routing of lightpaths in core all-optical networks in which 100%, or any desired degree of, recovery is required for a single network node or link failure. Optimal design and routing for such networks, taking the cost of failure recovery into account, is generally hard (see for example [9]). The effectiveness of a proposed routing mechanism is judged not only by the resulting efficiency in the use of available wavelengths but its complexity of provisioning and its speed of restoration in operational networks.  Each of our schemes described below best fits a given grade of protection, such as platinum for fastest (below 50 msec) to gold (50-100 msec) and silver (~1-10 sec) restoration (propagation delays excluded), and can be implemented by the majority of the emerging optical networking protocols such as MPS. For prior work on routing and design of networks using SONET or logical rings see [3,4], for DWDM and restoration see [6,8], for mesh network design and restoration optimization see [1,5] and or general background on optical networks see [1,7]. The following sections describe three possible network   architectures, followed by numerical results and conclusions.

2 Dedicated protection architecture

In this routing scheme, node pairs that have demand are connected 

with sufficient number of wavelengths on an active path and an 

identical number of protection wavelengths on a diversely routed 

protection path. The protection wavelengths are dedicated for 

each node pair, but the fibers carrying active or protection 

wavelengths for different node pairs may be shared, see Fig. 1. 

The scheme for recovery from link failure is easily seen to require 
Figure 1. Diversely routed protection 

1. recognition of failure by each affected node pair (~10msec), 
wavelengths (dotted lines) for demands

2. switching to the dedicated protection wavelength(s).

between node pairs 1&2, 2&4 and 3&8 

For each wavelength, therefore, the equipment used at end nodes
using active wavelengths (solid lines) are 

perform an operation identical to Automatic Protection Switching
shown. These wavelengths (active or 

(APS) available in the earlier SONET and SDH hardware

protection) can share fiber, e.g., on links 

technologies.  The speed of recovery is thus a few tens of

1-3 & 2-3.

milliseconds. The solution methodology consists of finding a 

disjoint pair of active and protection paths for each demand, aggregating these to obtain the total number of wavelengths on each fiber, and then costing the overall design.  Phase 1 can be carried out in at least two ways.  For example, each demand can be routed on its “shortest path” (e.g., by counting hops or distances, or use of an adaptive cost metric which keeps track of the “fill” of a fiber) and dedicated protection wavelengths are routed over the disjoint residual graph. Alternatively, all node pairs with their disjoint routes can be routed simultaneously using a cost-optimization approach.

2.1  Shared protection architecture using logical rings

In this architecture node pairs are grouped into logical DWDM rings each of which carries no more than the pre-defined number of wavelengths per fiber for active as well as protection wavelengths.  Active paths are defined for all node pairs on the same logical ring and protection wavelengths are reserved in the complementary routes on the ring for each node pair, as shown in Fig 1.3.  The number of protection wavelengths for each demand is thus the same as the number of active wavelengths used for carrying demands allocated to each ring.  However, non-overlapping demands on the same ring can share protection wavelengths.  For example, demands between nodes 1-3 and 2-3 can share protection wavelengths on the ring 1-3-2-5-6-1. The rings 1-4-7-2-5-6-1 and 1-3-2-5-6-1 can share fibers on links 2-5, 5-6, and 6-1.  Although in principle it is possible to share protection wavelengths across rings using optical cross-connects, we do not use such sharing due to the complexity of recovery when failures occur.

The scheme for recovery from failure is only somewhat more complex than dedicated protection described above.  Similar to dedicated protection, the end nodes of each wavelength affected by the failure need to take note of the failure (~10msec).  Once this condition is recognized, the switch over to protection wavelengths is made.  In our logical ring design solution, each demand is mapped to a single ring.  Therefore, it will not be necessary to coordinate multiple rings for recovery.  The single ring auto-recovery takes ~50 milliseconds, allowing for ~40msec cross-connect remapping in the intermediate nodes. Optical cross-connects are needed for auto-recovery on each logical ring and for sharing of fibers.



Figure 1.3 Protection wavelengths for demands between 

Figure 1.4 Active and restoration paths 1&3 and 3&2 on ring 1-3-2-5-6-1 can be shared, as can 

and wavelengths for demands between the fibers on links 2-5, 5-6 and 6-1 for the two rings 


nodes 1-2 (1-3-2 and 1-6-5-2), 2-4 (2-7-4 1-4-7-2-5-6-1 and 1-3-2-5-6-1, as shown



and 2-3-1-4) and 2-8 (2-8 and 2-3-1-8)

2.2 Shared protection architecture using restoration on meshes

This architecture generalizes the shared-protection ring scheme described above without explicit partitioning into rings.  As before, active and restoration paths are constructed for all node pairs, but the restoration capacities, computed as the maximum number of wavelengths required on each link when a single failure occurs, are fully shared. This scheme optimizes the redundant (or spare) capacity requirements, but has increased restoration complexity compared to the ring method. Fig. 1.4 shows a simple example in which protection path 2-3-1-8 for demand 2-8 on path 2-8, protection path 2-3-1-4 for demand 2-4 on path 2-7-4 and the active path 1-3-2 for demand 1-2 on path 1-3-2 all can share wavelengths on edges 2-3 and 3-1.

This scheme requires careful pre-planning for an efficient implementation.  Each failure invokes an optimally recomputed reconfiguration map at each node with possible wavelength conversion to avoid collision on the same set of links during path restoration events.  The maps can be pre-computed using optimization.  The objective is to minimize the total number of wavelengths needed.  The resulting maps are stored in each optical cross-connect.  Path restoration is not conditional on isolation of fault: by using multiple alternative disjoint protection paths for each active path, the end nodes initiate recovery procedure once the signal loss is registered and disjointness of restoration routes ensure their availability when the single failure condition disables the normal route(s).  Once the end nodes encounter a failure condition on a path (~10msec), they communicate the restoration routes of the s to be restored to each intermediate OXC on alternative paths and the maps to be uploaded by each OXC (40-80msec).  These maps change, often only incrementally, when new demands are added. In case of topology changes, all active and backup routes may require updating, but topology changes surely affect other architectures too.

3 Numerical Results and Conclusions

To evaluate the effectiveness of the routing techniques outlined in the previous sections, we applied them to a prototypical core network of 29 nodes, 53 candidate links and 138 node-pairs with demands.  Demands were in units of 
[image: image1.wmf]l

s and vary from a few to tens of 
[image: image2.wmf]l

s.  Cost is measured in some unit in which the cost of OUT is 10, fiber per km (including regenerator) is 1, OXC with 256 ports is 1000 and DWDM with 80 channels is 100.  Table
6 compares the solutions obtained for each of the proposed architectures for the example network using the criteria of total number of 
[image: image3.wmf]l

s, total fiber-kms, total number of OXCs, total number of DWDMs, total cost,  cost saving, -efficiency, recovery speed and operation complexity.  The cost entries in the table are normalized by the corresponding architecture for the 1+1 dedicated protection scheme, the absolute value of which is listed in the first row. Our experiments assumed the presence of optical cross-connects, which are almost certainly required for robustness and flexibility in the core of all-optical networks. Under this assumption, mesh restoration-based shared protection architectures seem to be the most cost-effective and efficient. From the standpoint of recovery time, dedicated protection solutions, for the immediate future, have an advantage over the alternative designs, with the shared-protection ring-based designs closely behind.   Mesh restoration, however, is likely to be the architecture of choice in future due to its flexibility and faster provisioning.  We also observed that the solutions differ substantially in their efficiency of use of the wavelength resource (-efficiency), which is the total number of wavelengths (or *km) used to route demands divided by the total number of wavelengths (or *km) needed for both routing and 100% protection against single failures.  Thus, we observe a reverse relationship between efficiency and recovery speed, which lends itself to creation of differentiated lightpath services based on the grade of protection.

Criteria
Per (
Fiber km
# OXC
# DWDM
Total   Cost
Cost  saving
(-Efficiency
Recovery  Speed
Operation

Complexity

Dedicated

(absolute)
2.55
10965
36
54
82,565
0
~35-40%
Fast(~20ms)
Easy

Dedicated

(normalized)
1.00
1.00
1.00
1.00
1.00
0
~35-40%
Fast(~20ms)
Easy

Logical rings

(normalized)
0.92
0.93
0.97
0.91
0.95
~5-10%
~45-50%
Mid(~50ms)
Moderate

Shared mesh

(normalized)
0.80
0.96
0.92
0.95
0.84
~10-20%
~70-75%
Slow(~100ms)
Complex

Table 6 Efficiency ratios and evaluations of the proposed schemes for various metrics.
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