
Feature-based and Clique-based User Models forMovie Selection: A Comparative StudyJoshua Alspector�, Aleksander Ko lczy and N. KarunanithizJanuary 13, 1998AbstractThe huge amount of information available in the currently evolvingworld wide information infrastructure at any one time can easily over-whelm end-users. One way to address the information explosion is to usean \information �ltering agent" which can select information accordingto the interest and/or need of an end-user. However, at present few in-formation �ltering agents exist for the evolving world wide multimediainformation infrastructure. In this study, we evaluate the use of feature-based approaches to user modeling with the purpose of creating a �lteringagent for the video-on-demand application. We evaluate several featureand clique-based models for 10 voluntary subjects who provided ratingsfor the movies. Our preliminary results suggest that feature-based se-lection can be a useful tool to recommend movies according to the tasteof the user and can be as e�ective as a movie rating expert. We com-pare our feature-based approach with a clique-based approach, which hasadvantages where information from other users is available.Keywords: user modeling, information �ltering, collaborative �ltering,feature extraction, neural networks, linear models, regression trees, bag-ging, CART.1 IntroductionIn recent years, computer-network-based information services have gained wideacceptance both within commercial and non-commercial sectors. This is ev-idenced by the explosion of information utilities and services on the World-Wide-Web portion of the internet. The information content in such services ismostly textual. However, the currently evolving internet is expected to supportnot only a variety of text-based information services but also various multimedia(hypertext, audio and video-based) information services. Some of the potentialapplication domains in which the information infrastructure is likely to have�ECE Dept., University of Colorado, Colorado Springs, CO 80918. email:josh@eas.uccs.eduyECE Dept., University of Colorado, Colorado Springs, CO 80918. email: ark@eas.uccs.eduz1F-319B, Bellcore, 445 South Street, Morristown, NJ 07960. email: karun@bellcore.com1



impact are: banking at home, access to electronic libraries, distance learningand laboratories, delivery of news and entertainment on demand, electronicshopping malls, law enforcement and security alertness, legal services, nationalhealth care and weather services, and telecommuting. Thus, the internet hasthe potential to change the way we work, communicate, travel, and generallyaccess information.The huge amount of information available in the information infrastructureat any one time can easily overwhelm end-users. Even within existing computer-network-based information services, providing information that is of interest toa particular end-user is not an easy task. For example, �ltering relevant e-mailinformation in the internet is not easy because a single message may be sent overa set of mailers (e.g., �ltering out messages that had passed through a particularserver may stop many desired messages and still allow \e-mail spam" to arrivevia a di�erent route), a message may consists of a \thread" (a sequence of\replies" to the original mail), or the header may not re
ect the actual content.This situation is likely to worsen in future multimedia information networksunless the end-user has the ability to �lter information based on what is relevantto him/her.Several useful text-based tools exist for navigational purposes (Obraczka,Danzig, & Li 1993) on the internet. An example of a common-to-all userinterface for the internet is Mosaic, Netscape(TM) or Microsoft Internet Ex-plorer(TM). These are hypertext-based easy-to-use interfaces built on top ofvarious internet navigational and browsing tools such as Gopher, WAIS andWorld Wide Web, and incorporating search/retrieve services such as Archieand FTP. Even with such a common interface, these navigational aids requirenetwork support, and active participation of the end-user. Moreover, despiterapid progress, at present few equivalent �ltering systems exist for the evolvingmultimedia information infrastructure.An important part of an information �lter is a user model to predict what atarget user would like to �lter. In the most straightforward approach, the usersmay be required to state their preferences in a more or less structured way(e.g., by way of creating a personalized pro�le). However, such an approach hasobvious limitations and what is really desired is a system capable of modelinga particular user's preferences (or taste) on the basis of the actual choices anddecisions made by the user during the course of his/her interaction with theinformation provider. In this study we concentrate on one particular type ofthe user modeling problem involving movie selection. This is a relevant problemconsidering that the data on the majority of movies made so far is being madeavailable over the internet (e.g., the Internet Movie Database1), and in thefuture video-on-demand services may well be able to supply customers withany movie desired. Considering the very large number of potential choices, theproblem of selecting a movie conforming with the user's taste will certainly be ofimportance. Many other applications of recommendation systems (e.g., musicselection) have been reported in the literature (Maes 1994).1http://www.imdb.com 2



The problem of designing a movie rating system tailored to the preferencesof a particular user is approached from two angles. In the �rst model, we use acollaborative �ltering approach (Goldberg et al. 1992), where a \clique" of userswhose taste is similar to that of the target user is found. Subsequent predictionsof the target user's rating of a particular movie are made by aggregating theratings obtained from the clique members for that movie.In the alternative approach, a set of movie features is used to create a train-able network model to provide rating predictions. Several types of networkarchitectures (including linear and nonlinear models) are investigated for thatpurpose.Not considered, but relevant to any useful user model is a third componentbased on a pro�le of the user's interests, where some of the user's preferenceswould be speci�ed in a structured manner. An example is the \.newsrc" �le foraccessing USENET newsgroups, or the pro�le used to extract information ofinterest from the internet (to appear as a screen saver on the user's computerscreen) used by the Pointcast service. Such a pro�le is easily modi�ed by theuser and can be quite e�ective for �ltering certain types of information (e.g.,daily performance of the stock market). A useful information �lter will likelycombine all these approaches, and successful attempts to create such hybridsystems have been reported (Balabanovi�c & Shoham 1997). What we envisionis, in e�ect, \an adaptive user pro�le", as will become clear.In this study, we evaluate and compare the use of clique and feature-basedmovie recommendation systems for video-on-demand service. The study is basedon a feature database of 7389 movies. We evaluate our approaches on the datacollected from 242 voluntary subjects who provided ratings for the movies. Outof these user group 10 subjects were selected as the target users on which thee�ectiveness of our user models was tested. The obtained results indicate verygood performance levels for the clique models and suggest that the feature-based selection can be a useful tool (outperforming a movie rating expert) torecommend movies according to the taste of the user.2 Information Filtering vs. Information RetrievalBefore we discuss information �ltering approaches, we must make a distinctionbetween information �ltering and information retrieval methods. At an abstractlevel information retrieval and information �ltering are two sides of the samecoin because both are concerned with getting information to people who want it.Both information retrieval and information �ltering applications are designed todeal with semistructured and unstructured data (e.g., text documents). Mosttextual information falls under the category of unstructured data and oftentheir meaning is di�cult to represent in a typical database (the syntax andthe semantics of the �elds of a data item are well de�ned). For example, ina semistructured e-mail message only header �elds need to conform to certainstandards. Additionally, information �ltering systems need to deal not only withunstructured textual data but also with other types of data such as images, video3



Figure 1: An abstract view of movie selector.and audio that are part of multimedia information sources.Despite the similarities, on closer examination, certain clear distinctions canbe made between information retrieval and the process of information �ltering.Some of the typical distinguishing features are (Belkin & Croft 1992):� Information retrieval usually implies more organization of the data (e.g.,well de�ned storage and access mechanisms) so that user queries are madepossible. On the other hand, information to be �ltered tends to be of dis-tributed nature and �ltering systems typically deal with dynamic streamsof information that are generated either by remote broadcasting sources(such as newswire services), or other direct sources (e-mail). Information�ltering may also be needed if the incoming stream is generated by \intel-ligent agents" that search and retrieve remote heterogeneous databases.� Information �ltering is based on pro�les that describe either individualor group preferences. Such pro�les often represent long-term interestsof the user. On the other hand, information retrieval from a databaserequires well de�ned user queries, and often, they re
ect very short-termor instantaneous needs. Thus, depending on the degree of interactions, wecan characterize information �ltering as a \passive" (or, batch) process,while information retrieval is an \active" (or, on-line) process.3 An Experiment on Movie Selection3.1 Proposed Approach to Video SelectionA schematic representation of the proposed �ltering system is shown in Figure 1.The system incorporates aspects of both information �ltering and informationretrieval. Namely, a user may be interested in watching a certain type of a movieat a particular time (which might be expressed in a query: \Tonight I want to4



see a good Steven Spielberg movie that I have not seen before"). At the sametime the system might provide the user with periodic suggestions regarding newmovie releases as they become available. Moreover, the movie data sourceswill probably be organized in a structured way to facilitate retrieval, but theinformation about particular movies may be available from various distributedsources (e.g., press releases, internet movie interest groups, movie critics, ratingbodies, etc).Our model assumes that both the �ltering agent and the user pro�le may beset, controlled, and maintained either by the delivery infrastructure, on behalfof individual users, or by the individual end-user. The user equipment mayconsist of a set-top box and a multimedia terminal. To adapt the pro�le, afeedback loop that re
ects the user's action on individual information items willbe incorporated. The physical location of the pro�le is assumed to be part ofthe network. However, the pro�le can also be part of the set-top box.The feedback can be \passive", \active", or a combination of both. In passivefeedback, the user need not participate; rather the actions of the user will bemonitored and stored. For example, the user may stop the movie in the middle,or try to fast-forward in the middle, or see the entire movie and try to redialfor another run. In active feedback, the user will be requested to respond toone or more relevant questions. This, for example, may include whether theuser liked the movie or not, what is the rating for the movie, etc. In our initialimplementation we incorporate an active feedback mechanism.Within this framework, several alternative �ltering approaches can be envi-sioned for the movie recommendation application. In this study, we evaluatetwo fundamentally di�erent approaches: a clique-based approach2 and a feature-based approach (Alspector & Karunanithi 1994; Karunanithi & Alspector 1996).In the clique-based approach, movies are recommended using the ratings of aset of users who might have similar taste (according to some suitable metric).In the feature-based approach, �rst a model is built using a set of importantfeatures of the movies that a user has seen and rated, and then that model isused to predict the ratings for movies that the user wants to see. Here, the rec-ommendation is based on the movie content (e.g., represented by its features).Although both methods require active user participation (to provide the movieratings), it should be noted that we are comparing two distinct and extremedata-driven approaches and would probably recommend combining these witha pro�le-based approach for a more 
exible system. We present more detailsand an evaluation of these approaches in subsequent sections.3.2 A Clique-Based ApproachThe clique-based approach is based on the hypothesis that the average ratingof a clique of users is the best indicator of an individual's future rating. Theapproach of using other people opinions to determine the quality/relevance of2The clique-based approach is a variant of the approach suggested by Will Hill of Bellcore.It has similarities to the \stereotype" of Rich (Rich 1983), the \communities" of Orwant(Orwant 1995), and \social �ltering" as used by Maes (Maes 1994).5



an information item (or a product) is generally known under the name of col-laborative �ltering (Goldberg et al. 1992). This approach is currently gainingin popularity due to the widespread use of the internet, where it is relativelyeasy to poll the opinion of many users in a relatively short time. Collaborative�ltering has been applied, among others, to �ltering of USENET group postings(Konstan et al., 1997), �ltering of e-mail messages, and recommending interest-ing Web sites (Maes 1994). We are also aware of the existence of several internetsites where this method is used to provide movie recommendations3.A set of users form a clique if their movie ratings are closely related. Eachuser for whom we wish to predict ratings has a unique clique composed of otherusers whose ratings are similar. The members of the clique who have rated amovie that the target user has not seen predict the rating of the target user forthat movie. As a similarity measure, we use the Pearson correlation coe�cient,C, which is a normalized dot product of the vectors of the ratings of two users.Thus for any two vectors a and b, the correlation similarity measure is de�nedas C (a;b) = a �bpa � apb � b (1)The values of C range from -1.0 to +1.0; that is, from perfect anti-correlationto perfect correlation. A value of zero corresponds to no correlation. Any othervalue has some predictive usefulness. Note that +1.0 is unrealistic becausethe identical user who rates the same movies a few weeks later will have aself correlation in the +0.8 to +0.9 range. Generally, any positive correlationindicates a similarity of taste, but in order to maximize the rating-predictionperformance, it is desired to select a group of users whose positive correlationwith the target user is greatest.A member of the clique for whom we want to predict a future rating isconsidered a target user. In order to identify a clique for a target user, we de�netwo parameters: Cmin, the correlation threshold and Smin, the size threshold.The parameter Cmin de�nes the minimum correlation required for a user tobecome a member of the clique of a target user. Thus, the parameter Cminimposes a minimum limit on similarity of ratings required for a user to be amember of the clique of a target user. The second parameter, Smin, de�nes alower limit on the number of movies that a user must have seen (in commonwith the target user) and rated in order to be a member of the clique. Theparameter Smin is used to restrict users who have not seen the same moviesthat the target user has seen from entering the clique. Thus, a clique is de�nedfor a target user by specifying suitable values for Cmin and Smin.Given a target user, specifying proper values for Cmin and Smin is notstraightforward. In our current implementation, we use a constant value of10 for Smin and a positive variable value for Cmin such that the number of3http://www.�lm�nder.com, http://rw.cinemax.com/critic, http://www.moviecritic.com,http://rw.cinemax.com/critic, http://www.movie�nder.com, http://movielens.umn.edu,http://vguide.sepia.com 6



users in a clique is held constant at 40. Note that if Smin is too small, thatrater is unlikely to help in predicting a movie that a target user has not seen.Note also that if Cmin is too low, there will be raters whose correlation with thetarget user is not strong, and so prediction is also compromised.Thus, the movie recommendation algorithm for the clique-based approachinvolves the following steps.1. Initialize parameters Cmin and Smin.2. Identify a clique for the target user.3. Estimate ratings for the movie that the target user wants to see by con-sidering the ratings by the members of the clique who have already ratedthat movie.To implement this algorithm, we suggested how one could assign values toCmin and Smin and identify a clique. However, we did not make any speci�crecommendation as to what procedure should be used in step 3. We consideredtwo approaches of aggregating the ratings of clique members. One straightfor-ward implementation is to use a simple arithmetic mean of the ratings of themembers of the clique, i.e., r (m) = PNi=1 ci (m)N (2)where r (m) represents the clique rating of a particular movie, m, N is thesize of the clique, and ci (m) is the rating of movie m given by the ith cliquemember. Thus, the average rating of the clique becomes the predicted ratingfor the target user. The rationale behind computing the average is that a targetuser's taste may not be very di�erent from that of his/her clique and that thereis little di�erentiation within the set of correlations between a target user andits clique members.A more sophisticated strategy assigns the rating of each clique member aweight corresponding to the average correlation between ratings of the cliquemember and the target user. Hence, clique members whose \taste" is bettercorrelated with that of the target user have a larger in
uence on the subsequentrating predictions. The output of a correlation-ranking predictor is given byr (m) = PNi=1wi � ci (m)N (3)where wi is the correlation (weight) between the ith clique member and thetarget user. Although only these two approaches to aggregation of the cliqueratings were considered, alternative (possibly nonlinear) strategies could cer-tainly be proposed. 7



3.3 A Feature-Based ApproachThe feature-based approach rests on the notion that the features of the moviescan be useful in recommending movies.This conforms with the standpoint of content-based information �ltering,where it is assumed that the degree of relevance (to a particular user) of a pieceof information can be determined by its content. It is generally di�cult todetermine the relevant content of unstructured information sources. However,it has been shown that relatively simple approaches to this problem can besuccessful. For example, in �ltering text documents it has been proposed tolook for the occurrence of certain keywords (and their combinations), whichproved to be quite e�ective.Movies (and other video sources) represent much more complex materialthan text documents and the problem of extracting their relevant features iscertainly challenging. However, important indirect data (i.e., outside the ac-tual movie video) characterizing any movie are readily available. Some of thefeatures that can be used to recommend movies include MPAA ratings (e.g.,parental guidance), expert critic ratings, movie category (e.g., drama), nameof the director, leading actors/actresses, and awards received. For example, aparticular user may have a strong inclination to see only movies that are ratedG (general admittance), acted by Ben Kingsley, and belonging to the categoryComedy or Drama. Thus, the feature-based approach exploits the bias of a usertowards a set of important features of the movies.Although in this study we concern ourselves with features based on numer-ical and textual information associated with movies, one could also attempt toextract explicit features based on the video content. For example, one could beinterested in movies containing particular scenes (e.g., car chases) and contain-ing certain type of dialog (e.g., avoiding harsh language). Some of the moviecontent could also be extracted via text-based methods (e.g., by analyzing thetextual transcript), while others could be obtained through visual search of thevideo material.. In fact, a substantial amount of research is currently investedinto visual/content-based querying of image and video data sources (Flickner etal. 1995, Aho et al. 1997), as more such information is being made availablevia the internet.The algorithm for the feature-based approach is as follows:1. Extract relevant features from the movies that the user has rated.2. Build a model for the user by associating selected features (as inputs) andthe ratings (as output).3. Estimate ratings for the movie that the target user wants to see by con-sidering its features as new input to the model.To implement this algorithm, one must select a proper set of features and acorrect model to predict ratings. We already suggested several useful featuresfor rating movies. Some of them are readily available once the movie has been8



released (e.g., the director), while others (e.g., MPAA or Category) rely onexternal assignment and can themselves exhibit a signi�cant variation. Theproblem of selecting the most representative set of movie features certainlyremains open. In this study, we use only a set of seven features explained below(in cases were a short version of the feature name is used later, the short versionis provided in parentheses):� Category : each movie can be described as belonging to one or more broadcategories, such as comedy, drama, thriller, action or adventure. Basedon the available movie data sources (detailed later), a set of 25 categorieswas considered.� MPAA rating (MPAA): this feature represents the o�cial rating given inthe USA to movies approved for distribution. Every movie is assignedexactly one MPAA rating, indicating the age group for which the movieshould be suitable. The six MPAA ratings are: G (general admittance),PG (parental guidance), PG-13 (parental guidance - age over 13), R (re-stricted admittance), X (adult viewers) and NC-17 (no children/adultviewers - age over 17).� Maltin rating (Maltin): the ratings of professional reviewer Leonard Maltin.These ratings are originally on the scale from 0 to 4 (in a star-based sys-tem) and were transformed to the [0, 1] range for use in our experiments.� Academy Award (AA): a movie could win the Academy Award (AA=1),be nominated for it (AA=0.5) or not be considered for the award at all(AA=0)� Length: The length of a movie can have some in
uence on the target user.Here, for each movie in the database, its length (in minutes) was normal-ized with respect to the overall average movie length in the database.� Origin: One could certainly have a preference (or dislike) for movies madein a particular country (e.g., made in Hollywood/USA). Considering thatthe user data used in our experiments were collected in the USA, threevalues of this feature were considered: 1. made in the USA (Origin=1), 2.made in the USA with foreign collaboration (Origin=0.5) and 3. foreignmade (Origin=0).� Director : People are known to have very de�nite opinions about moviesby a particular director (and similarly about movies starring particularactors/actresses). The set of directors contributing to this feature clearlydepends on the content of a particular database and is likely to grow asmore movies are being added. Since the number of director \values" isvery large, in order to simplify encoding for each user, this feature waspre-processed by obtaining an average rating by that user for movies byeach particular director. In the case where the user has seen no moviesby a particular director, the value of this feature was set to the overallaverage rating of movies seen by that user.9



The representation and format of these features (each taking an integer valuein f0; 1g or a real value in [0; 1]) is summarized in Table 1. The encodings inTable 1 are self-explanatory except for the features Category and MPAA, wherewe use a 1-of-N unary encoding4.Feature Type of Encoding No. of Input UnitsCategory 1-of-N unary 25MPAA Ratings 1-of-N unary 6Maltin Ratings Real value between 0.0 and 1.0 1Academy Award Real value between 0.0 and 1.0 1Length (minutes) Real value normalized 1by the meanOrigin Real value between 0.0 and 1.0 1Director Real value between 0.0 and 1.0 1pre-processed for each userTable 1: Encoding used for features.Admittedly, the set of features chosen may not be su�cient to describe theattractiveness of a movie from the point of view of a target user. In partic-ular, addition of features relating to the leading actors/actresses and time ofthe release (e.g., 1930s as opposed to 1990s) could make the description moreaccurate. The rationale for selecting a small set of features is that we wanted toevaluate whether we can build a reasonable model with as few features as possi-ble. As far as the problem of selecting an appropriate model incorporating thesefeatures is concerned(i.e., step 2 in the strategy outlined), we do not make anyspeci�c recommendation as to what modeling approach might be superior. Thechoice for modeling, for example, may include a linear or nonlinear regressionmodel, an expert system, a neural network, or other approaches. In this study,both a linear and nonlinear approach are illustrated. The following sectionsprovide a description of the architectures chosen.3.3.1 A Linear ModelOne of the most natural assumptions to make is that of a linear in
uence of eachof the features involved on the overall rating. Thus, after including a constantbias component a model of this type takes the form of:r (m) = NXi=1 wi � xi (m) + b (4)4De�nition of 1-of-N unary encoding: Assume that we have N discrete values for thefeature, and they are assigned a unique integer from 1 to N. If x is the value that is assignedan integer 1 � m � N , then we construct a binary vector of length N such that there is onlyone \1" corresponding to x at the mth position and the rest are \0".10



where xi (m) denotes the value of the ith feature for movie m, wi is the weightassociated with that feature, and b represents the bias. Creation of such a modelis essentially equivalent to a multiple linear regression on the set of featurevariables and the its solution can be obtained using least-squares techniques.3.3.2 A Linear Model with Feature GroupingOur experience with the linear model led to an observation that the MPAA andCategory features represent very sparse (i.e., 1-of-N and few-of-N) encoding,which may not be best suited for solving the linear regression problem, as thevery sparse encoding signi�cantly adds to the dimensionality of the vectorsand matrices involved. In fact, during simulations with the linear model thelinear system proved to be ill-conditioned in most cases. As a result two pre-processing networks were implemented, one for each of the features mentioned.As the MPAA categories are represented strictly by 1-of-N encoding (i.e., forany movie only one MPAA category is assigned), a simple lookup-table modelwas created to obtain the average rating for movies in a given MPAA category(for each user). As far as the Category feature is concerned, movies can beassigned a number of di�erent categories (e.g., action as well as adventure),and a lookup-table technique would require too many entries to account for allthe possible category combinations. Therefore a separate linear network wascreated to provide the Category-based ratings. Thus processed, the outputsof the MPAA and Category features were subsequently fed, together with theremainder of the features, into a top-level linear network. The overall networkarchitecture is depicted in Figure 2.The strategy here is to create the MPAA and Category subnetworks �rst andthen use thus processed features to design the top-level linear model. Learningin this case is performed in stages, instead of on all features at the same time aswas the case in the fully linear approach. This network is a simpli�ed form of amodular network in that the inputs for features Category and MPAA are �rstfed to separate (hidden) units rather than directly into the network. Also, sincethe MPAA subnetwork is designed according to a lookup-table approach (whichis nonlinear), the overall model is no longer linear in its features. Additionally,when nonlinear sigmoidal functions (e.g., y = 1= (1 + exp (x))) are applied tothe output of the linear blocks in Figure 2, the model becomes equivalent witha neural network, which was applied to the problem of movie selection in ourearlier work (Karunanithi & Alspector 1996).3.3.3 A Multiresolution Approach: A Priori Assignment of FeatureImportanceIt appears that some members of the feature set represent more average proper-ties of the data than others. In particular, for any given set of user data, most ofthe MPAA categories will have many movies sharing that category, which makesdi�erentiation of user ratings based on this feature quite broad. On the otherhand, for each value of the Director feature, the number of movies sharing it11



Figure 2: The linear network with MPAA and category feature groupings. The(y=Ax+b) blocks correspond to linear-network modules, whereas the (LUT)blocks represent lookup tables. The meaning of feature names (e.g., AA) is ex-plained in Table 1. Wherever relevant, the original size/encoding of the featuresis indicated.will be quite small (usually one or two for the data sets considered here), whichmakes modeling based on this feature very data sensitive (and hence generaliza-tion is di�cult). Figure 3 shows the variability of movie ratings (averaged acrossthe user set) obtained for the MPAA (top of Figure 3) and Director (bottom ofFigure 3) features. In both cases the ratings were obtained via a lookup-tableapproach. It can be seen that for modeling with MPAA features only, there islittle di�erence for average ratings across the di�erent categories. On the otherhand, the set of directors can be clearly divided into those producing better andworse movies. Most of the directors are judged as average, but those responsiblefor very good and quite bad (especially those) movies are also identi�ed. Takingthese observations into account, it appears justi�able to attempt to divide thefeature set into several layers (or groups), where each layer would represent acertain level of detail as far as rating prediction is concerned. The followingordering has been used (directed from low-detail to high-detail features):1. MPAA (low detail)2. Category3. Length, Origin, Maltin, AA 12



Figure 3: The average movie ratings (and their standard deviations) accordingto the MPAA categries (top) and movie directors (bottom). The bottom plotis ordered according to the average rating associated with movies by individualdirectors. The di�erentiation within the MPAA feature set appears to be muchsmaller than that in the directors set. 13



Figure 4: Architecture of the multiresolution network. The (y=Ax+b) blockscorrespond to linear-network modules, whereas the (LUT) blocks correspondto lookup tables. The arrows marked as training indicate the signal 
ow usedduring network training. The meaning of feature names (e.g., AA) is explainedin Table 1. Wherever relevant, the original size/encoding of the features isindicated.4. Director (high-detail)Thus the network consists of four layers and its parameters were estimatedthrough a multistage learning process where, at each stage, the parametersof one network layer were found. The learning proceeded from low-detail tohigh detail feature layers and the output of each layer was trained on the errorbetween the output of the previous layer and the desired target. The networklayers corresponding to the features grouped by the Category and (Length,Origin, Maltin, AA) were modeled by linear networks, whereas the MPAA anddirector features led to subnetworks of the lookup-table type.3.3.4 A CART NetworkDespite the nonlinear modeling elements (i.e., lookup tables) used to processa few of the features in the models described above, these architectures arepredominantly linear. In order to enlarge the model space a purely nonlinearmethod was also considered. The CART (Classi�cation and Regression Trees)14



(Breiman et al., 1984) network was chosen in the hope that it would take ad-vantage of the potential nonlinear dependencies between the individual featurevariables. An important rationale for choosing this particular network was thefact that CART trees are also very useful as far as interpretation of networkoperation is concerned. The regression type of CART considered here representsa binary tree, which provides a piecewise-constant approximation of the targetfunction, where each region of constant value is delimited by hyper-planes per-pendicular to the system axes (a histogram-like function). Each internal nodeof the tree corresponds to a \split" on one of the variables (representing moviefeatures in our case), with the split value selected so as to minimize the errorof �t. Given an input datum, it is \dropped" down a tree and after followinga series of splits at the internal tree nodes, the point is �nally assigned to (ex-actly) one of the terminal nodes (i.e., tree leaves). The process of designing atree starts with all (training) data points belonging to a single tree node (i.e.,the root). Subsequently, each terminal node is considered in turn, where forall variables, the values of each variable possessed by points falling into thatnode are examined as potential candidates for a split. Each such split leads toa reduction of the mean-squared error for points falling into that node and thebest overall split is selected. The node splitting processes can be continued untilevery terminal point contains only few data points (e.g., just one). However, inorder to avoid over�tting, a form of regularization is used, where the error-of-�t is weighed against a penalty term given by the size of the tree. Thus, theregularized error ER is given byER = E + � � ��� eT ��� (5)where E is the resubstitution error (i.e., the squared Euclidean distance betweenthe training set target values and their CART approximations), � represents aregularization parameter, and ��� eT ��� denotes the size of the tree de�ned as thenumber of its terminal nodes. A highly over�tted tree is originally grown onthe training data and subsequently pruned into a sequence of trees of decreasingsize, each being optimal for a range of the regularization parameter (see Breimanet al. 1984 for details). The overall optimal regularization parameter (Girosi etal. 1995) � is selected by cross validation and is used to choose the �nal CARTtree.An example of a CART tree grown on the user movie data is shown in Figure5.3.4 A CART Network with BaggingBootstrap aggregation (bagging) (Breiman, 1996) represents a technique wherethe variance component of the generalization error of a given network can bereduced by aggregating several variants of the network designed using slightlydi�erent versions of the same input data. In particular, given an input data setof size N , the data are used to create several di�erent sets of the same size Nvia sampling with repetitions from the original set (i.e., bootstrap sampling).15



Each of these sets is, in turn, used to create a network of the given type, wherethe overall output of such a system is de�ned as an average of the individualnetwork outputs.Bagging is e�ective for \unstable" networks that are inherently sensitive toinitial conditions and small changes of the data set (e.g., neural networks orCART) and does not o�er any advantages for networks that are resistant to thevariations of the input data, such as the linear networks. In fact, application ofbagging to stable (e.g., linear) models can degrade their performance.4 Results4.1 Data CollectionThe feature database for the experiment was initially populated from the Mi-crosoft Cinemania5 CD-ROM for 1548 movies in Will Hill's survey (Hill et al.1995), and then expanded by data obtained from the Internet Movie Databaseto the current number of 7389 elements. The features collected include the setof seven described before, as well as leading actor/actress and a short reviewfor each movie. As pointed out earlier, only the �rst seven features are used inthis study. The test-case users are 242 internet subscribers who volunteered torate the movies that they had seen. Each movie was rated on a scale of 0 to10, with 0 being the worst, and 10 the best. These ratings were subsequentlynormalized to the [0; 1] range. The number of movies rated by an individualuser varied from 0 to a maximum of 460, with the average being 177. For thepurpose of evaluation, we selected 10 users who have rated approximately 350or more movies as our target users. They are labeled U# (U3, U21, U39, U41,U46, U77, U111, U124, U145, and U178). Unfortunately, not all of the moviesrated by the target users had all their features present in the currently availabledatabase. Since we did not concern ourselves with the treatment of missingvalues in our feature-based models, only a reduced set data could be used inthe experiments relying on the use of movie features, although the clique-basedmethods could use the whole data set of user ratings (since no additional moviefeatures were required). Table 2 shows the numbers of movies rated by usersfrom the target groups (middle row), as well as the numbers of movies rated forwhich all features were available (bottom row). The latter set will be referredto as the reduced data set.In order to understand whether there is any obvious relationship among thetarget users and others in the sample, a preliminary analysis was performed onthe ratings of each target user against all others in the sample. Our analysisshows that there is no strong correlation between a particular target user and therest of the sample. However, a selected clique of users, as previously described,should have strong correlation as we will see. We also noticed that if a usersees as many of the movies as the target user, there is often a strong correlationbetween them. Note furthermore that the sample of movie viewers that we have5Cinemania is a registered trademark of Microsoft Inc.16



User ID U21 U77 U3 U41 U46 U111 U145 U124 U39 U178# rated 407 356 372 360 460 382 374 427 440 410#complete 278 250 274 253 325 263 262 292 310 291Table 2: The numbers of movies rated (second row) by individual target usersshown together with the respective numbers of movies for which all featureswere actually available (third row).chosen to analyze may not be representative of the broad population since theywere willing to rate movies over the internet and have seen many more moviesthan the average viewer.4.2 Experimental SetupThe experiment for this study was conducted as follows: For each target user,we split the data set into a training set and a test set. The training set wasused to build the model while the test set was used to validate the model. (Inthe clique-based approach, the training set was used to identify the clique forthe target user.) The training set had 90% of the ratings and the test set hadthe remaining 10% of the data. In order to make a fair comparison, we usedthe standard statistical technique of cross-validation by splitting the data into10 di�erent mutually exclusive training and test sets. Thus, for each target userthere were 10 experiments whose results were then aggregated to produce theoverall performance measure (in the form of the Pearson correlation coe�cient)for each of the models considered.4.3 The Clique-Based ApproachThe clique method was applied both to the whole and to the reduced data setavailable, with the latter considered primarily for better comparison with thefeature-based approach. In either case, once the clique was identi�ed, its ratingswere obtained both by simple averaging (Eq. 2) and by weighted averaging (i.e.,correlation ranking) (Eq. 3). Table 3 summarizes the results obtained using theclique method. The bottom-most row corresponds to the average performanceacross the user set. It can be seen that there is very little di�erence between theperformance of equal-ranking (i.e., simple averaging) and correlation rankingmethods. In fact, for the reduced-set experiments, the correlation ranking wasmarginally worse, whereas for the whole-data experiments it was marginallybetter. The equivalence of the ranking methods considered was due to thefact that there was little di�erentiation within the set of correlations betweeneach target user and the members of its clique. With di�erent user data thedistinction between these two ranking types could probably be more visible.On the whole, the clique method performed very well, although it is interest-ing to see that the performance obtained on the reduced data was slightly betterthan the performance given by the cliques built using the complete data. This17



User ID Clique Clique Clique (reduced) Clique (reduced)with ranking with rankingU21 0.37 0.38 0.68 0.67U77 0.25 0.26 0.36 0.34U3 0.48 0.48 0.40 0.39U41 0.38 0.38 0.59 0.59U46 0.57 0.57 0.64 0.65U111 0.70 0.71 0.84 0.84U145 0.47 0.48 0.30 0.31U124 0.77 0.77 0.46 0.46U39 0.66 0.67 0.76 0.75U178 0.80 0.80 0.83 0.83average: 0.55 0.55 0.58 0.58Table 3: Performance of the clique based models; the bottom row correspondsto the average performance across the user set. Correlations can vary between -1and 1, where the correlation of 0 implies no systematic relationship between theratings provided by the user and its model, while the correlation of 1 representsthe desired target performance.may indicate a case of over�tting (common to many data-driven models), wheresome marginally better correlation performance of certain users, on smaller setsof movies in commonwith a target is more likely to be picked up in a larger dataset. Such behavior could probably be avoided if a more sophisticated method ofclique design was chosen (recall that in the method considered here users whorated as few as 10 movies in common with the target could become membersof a clique). For comparison with the feature-based approach, the reduced-dataclique predictor with correlation ranking was used.4.4 The Feature-Based Approach4.4.1 Analysis of the CART NetworksA typical single CART tree grown on user data (user 39 in this case) is shownin Figure 5. It is seen that all of the splits occur on the Director variable, whichindicates high relevance of this variable as far as the explanation of the variationin user rating is concerned. However, when applied to a test set, such trees tendto perform poorly, as the value of the Director feature for points in the test sethas to be set on the basis of the training set, and relatively few movies in the userdata share directors. Consequently, most values of this features for points in thetest set are equal to the average movie rating of the particular user, so there islittle di�erentiation for the ratings generated for the test set (as most of themfall into the same terminal node of the tree). This behavior suggested that themethod of setting the Director feature should be modi�ed in order to facilitatemodel design. It was chosen that the value of this feature should represent anaverage rating of movies directed by a given director if such number is greater18



than one. Otherwise the value of the feature was assigned the average ratingof movies seen by the user. This improved the generalization performance ofCART and all other methods considered. The tree grown for user 39 on themodi�ed data is shown in Figure 6. It is seen that a much smaller tree results,although the splitting is still done on variable Director. Although splits on othervariables also occurred in some cases, the tree models used predominantly theDirector feature, which suggests that the remaining variables provide only aweak explanation of the variability of user ratings.
Figure 5: Example of a tree created for user U39; the DIR label correspondsto the Director variable (representing the average rating given to movies by aparticular director by the target user); a number within a circle, or a rectangle,corresponds to the average rating of movies falling into the node; the numbersbeside the connecting lines represent the numbers of training points following aparticular split.4.4.2 Performance ComparisonTable 4 shows the combined results of our study. The results are presented interms of the correlation coe�cient (1) between the actual ratings by the tar-get users and the ratings by di�erent movie recommendation approaches, wherea higher correlation implies that the predicted ratings are close to the actualratings. Table 4 summarizes the results of the feature based methods and com-pares them with the clique-based approach (i.e., with the correlation-rankingvariant of the clique model). The Maltin feature (second column in Table 4)is also added to assess to what extent user-dependent modelling improves over19



an independent expert. The bottom row of the table shows the correlationperformance averaged across the user set.It can be seen that the clique-based method led to signi�cantly better re-sults (with the exception of user U145) than the ones obtained with the feature-based modelling, although most of the feature-based networks provided an im-provement of the Maltin rating (a movie rating expert). Of the feature-basednetworks considered, the linear-type networks seem more appropriate for thisproblem than the CART-based networks. All feature-based networks exceptthe CART-based networks rated better than Maltin's ratings. The fact that theglobally linear network led to the poorest results (within the \linear" group)can probably be attributed to the numerical instability (i.e., ill-conditioning oflinear systems) encountered in computations for this case. By introducing sub-networks for grouping the MPAA and Category features (column 4), and byintroducing a hierarchical structure to the network (column 5) the instabilityof the linear systems can be avoided and the performance levels are improved.As far as CART is concerned, it can be seen that bagging leads to a de�niteimprovement over a single CART network. The generally poorer performanceof this network type is due to overemphasizing the Director feature during treecreation (described before), as this feature carries disproportionally less infor-mation in a test set than in a training set. Without modifying the encodingof this feature the performance would be worse (also for the linear methods).However, these results suggest that the selected set of features (apart from Di-rector) is not very informative and certain additions should be made to makethe feature approach truly competitive with the clique method. Incorporatingthe leading actor/actress features would probably boost the performance to acertain extent, although these features could su�er for the same reason as theDirector feature | that is, relatively few movies in the data set of any given userwill share the same leading actor/actress, which makes generalization based onthis feature di�cult. To avoid these problems, clustering methods might be ap-plied to group individual values of these features (e.g., directors), which wouldmake the rating prediction less sensitive to small changes in the input data.Figures 7{11 illustrate the predictive performance of the clique and feature-based models for each target user, where the results shown correspond to theclique method with correlation-based ranking and the linear model with MPAAand Category feature grouping. For better visualization, in each case the movieswere sorted according to the rating provided by the target user. As can be seen,both the clique and the feature-based models show a signi�cant spread aboutthe desired target ratings. However, the ratings due to the feature-based modeltend to be clustered more about their average, which leads to larger errors formovies which are rated very high or very low by the target user. The averagedroot mean squared error for the clique and feature models used in Figures 7{11 is1.62 and 1.49, respectively. Notice that although the clique models show bettercorrelation with the user ratings, in some cases they systematically over rate(for users U64 and U124) or under rate (for users U21, U39, U111 and U145)in their movie-rating predictions, which leads to a higher bias of the estimatesand results in higher mean squared errors. No such bias can be observed in20



User Maltin Linear Linear w. Multi- CART CART w. Clique w.ID rating grouping resolution bagging rankingU21 0.07 0.35 0.36 0.34 0.26 0.31 0.67U77 0.15 0.32 0.37 0.29 0.25 0.32 0.34U3 0.27 0.23 0.21 0.22 0.19 0.21 0.39U41 0.32 0.35 0.39 0.40 0.20 0.26 0.59U46 0.33 0.47 0.46 0.44 0.29 0.36 0.65U111 0.54 0.49 0.53 0.50 0.25 0.38 0.84U145 0.31 0.14 0.31 0.34 0.10 0.20 0.31U124 0.38 0.35 0.31 0.31 0.14 0.23 0.46U39 0.36 0.50 0.54 0.50 0.36 0.44 0.75U178 0.36 0.33 0.32 0.30 0.15 0.29 0.83avg: 0.31 0.35 0.38 0.36 0.22 0.30 0.58Table 4: Correlations of predicted vs. actual ratings by di�erent methods;the bottom row corresponds to the average performance across the user set.Correlations can vary between -1 and 1, where the correlation of 0 implies nosystematic relationship between the ratings provided by the user and its model,while the correlation of 1 represents the desired target performance.feature-based models.5 ConclusionsWe developed several feature-based movie rating systems and compared themagainst an expert and two variants of the clique-based approach. The modelset considered extends (and agrees with) our previous results involving a neuralnetwork model (Karunanithi & Alspector 1996). Our preliminary results, basedonly on a few important features, suggest that the feature-based approach can beused for information products where there are no other raters. Thus, the feature-based approach is useful for new products or where privacy for market researchis an issue. The clique-based approach, on the other hand, is advantageous ifenough information about other users is available. Results obtained in this studyshow that clique-based methods may have an advantage as far as capturing theextreme rating preferences of users (although clique-based predictions may benoticeably biased), as the feature-based models resulted in poorer predictions formovies that the target users considered very good or very bad. This, however,can be also attributed to the purposefully small set of features used in this study.Our experiments with several feature-based networks suggest that, for the setof features chosen, a good model can be built on the foundation of a linear-typearchitecture. At the same time, sensitivity of the feature-based models to fea-tures such as movie director has been revealed. Features such as movie directoror the lead actor/actress can have a large in
uence on a movie rating. How-ever, they are di�cult to generalize. The results obtained in this study suggestthat an e�ective way of incorporating such features into a network model must21



Figure 6: Example of a tree created for user U39 with the modi�ed encoding ofthe Director feature (compare with Figure 5). As the variability of this featureis signi�cantly decreased a much smaller tree results.overcome this sensitivity, perhaps through clustering methods, where groups ofdirectors/actors associated with movies of similar rating (for a given target useror a clique of users) are grouped together.Each of the approaches investigated has its own strengths and limitations.First, in terms of feedback, both approaches need active participation from theuser. Unless the interface is simple and provides easy-to-use features, it maynot be easy to convince the user to provide useful feedback. Second, the clique-based approach cannot be used for new movies (although, due to the internetconnectivity, the data gathering process can be quite fast) and for users with-out a clique. So, the feature-based approach may provide an advantage if a newmovie needs to be selectively targeted for the customers. Third, identifying aclique may pose problems in terms of sharing information with other users andrelated privacy issues. Fourth, the feature-based approach requires a careful se-lection, extraction, and representation of features. Considering these arguments,we believe that an e�ective movie-recommendation system should combine bothapproaches to maximize its performance. One possible way would be to use amixture-of-experts approach (Jordan & Jacobs, 1994), where the results pro-vided by individual rating modules would be combined though a weighted aver-age, with the weighting coe�cients being adaptive and depend on the amountof data available to the clique.Some of the models presented here are in the process of being incorporatedinto our Movie Database and Recommendation System (MARS) internet site6,which we intend to use for gathering more data and user feedback. In thefuture we aim to utilize richer feature sets (as well as investigate other modelingstrategies) and combine the clique and feature-based approaches into a singlehybrid system.Acknowledgments6http://lunar.uccs.edu/movies 22
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Figure 7: Rating prediction performance of the clique method with correlationranking (left) and the linear model with MPAA and Category feature grouping(right) for user U21 (top) and user U77 (bottom). For better visualization,in each case the movies have been ordered according to their target rating.Ideally, for each value of the user target rating (represented by a horizontal lineof circles), the predictions provided by the model (represented by a \cloud" ofpluses) should closely agree with the user ratings (i.e., ideally, there should bea matching a horizontal line of pluses in each case).25



Figure 8: Rating prediction performance of the clique method with correlationranking (left) and the linear model with MPAA and Category feature grouping(right) for user U3 (top) and user U41 (bottom). For better visualization,in each case the movies have been ordered according to their target rating.Ideally, for each value of the user target rating (represented by a horizontal lineof circles), the predictions provided by the model (represented by a \cloud" ofpluses) should closely agree with the user ratings (i.e., ideally, there should bea matching a horizontal line of pluses in each case).26



Figure 9: Rating prediction performance of the clique method with correlationranking (left) and the linear model with MPAA and Category feature grouping(right) for user U46 (top) and user U111 (bottom). For better visualization,in each case the movies have been ordered according to their target rating.Ideally, for each value of the user target rating (represented by a horizontal lineof circles), the predictions provided by the model (represented by a \cloud" ofpluses) should closely agree with the user ratings (i.e., ideally, there should bea matching a horizontal line of pluses in each case).27



Figure 10: Rating prediction performance of the clique method with correlationranking (left) and the linear model with MPAA and Category feature grouping(right) for user U145 (top) and user U124 (bottom). For better visualization,in each case the movies have been ordered according to their target rating.Ideally, for each value of the user target rating (represented by a horizontal lineof circles), the predictions provided by the model (represented by a \cloud" ofpluses) should closely agree with the user ratings (i.e., ideally, there should bea matching a horizontal line of pluses in each case).28



Figure 11: Rating prediction performance of the clique method with correlationranking (left) and the linear model with MPAA and Category feature grouping(right) for user U39 (top) and user U178 (bottom). For better visualization,in each case the movies have been ordered according to their target rating.Ideally, for each value of the user target rating (represented by a horizontal lineof circles), the predictions provided by the model (represented by a \cloud" ofpluses) should closely agree with the user ratings (i.e., ideally, there should bea matching a horizontal line of pluses in each case).29


