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Abstract—We describe an algorithm for sub-carrier and power
allocation that achieves out-of-cell interference avoidance through
dynamic fractional frequency reuse (FFR) in downlink of cellular
systems based on orthogonal frequency division multiple access
(OFDMA). The focus in on the constant-bit-rate (CBR) traffic
type flows (e.g., VoIP). Our approach is based on the continuous
“selfish” optimization of resource allocation by each sector. No
a priori frequency planning and/or inter-cell coordination is
required. We show, both analytically (on a simple illustrative
example) and by simulations (of a more realistic system), that
the algorithm leads the system to “self-organize” into efficient
frequency reuse patterns.

I. INTRODUCTION

Several techniques with different degrees of complexity
can be considered for out-of-cell interference mitigation in
orthogonal frequency division multiple access (OFDMA) sys-
tems. Most of these schemes involve transmitting in any given
cell over a portion of the spectrum that is smaller than the
entire available bandwidth while neighboring cells employ
a different portion of the spectrum. The main goal of these
techniques is to enhance the overall system performance, for
example in terms of the total number of VoIP users that can
be supported, or in terms of the throughput of “best effort”-
type traffic. (In some cases, the goal may be to improve
throughput of cell-edge users, even at the expense of average
sector throughput.) Schemes based on frequency partitioning,
power allocation, and/or distributed coordination that do not
involve signaling between base stations provide a practical
approach to interference mitigation.

OFDMA systems supporting fractional frequency reuse
(FFR) for interference mitigation divide frequency and time
resources into several resource sets. (Later in the paper they
are referred to as subbands.) Typically, each resource set is
reserved for a certain reuse factor and is associated with a
particular transmission power profile. For example, suppose
we have three sectors covering a certain area, and there are
four resource sets. Then, resource set 4 can be reserved for
“good geometry” users (those close to their base station, with
less interference from other sectors) in all sectors, and resource
sets 1,2,3, for “bad geometry” users (further away from their
base station, more interference from other sectors ) in sectors
1, 2, 3, respectively. As a result, we have 1/3 reuse for bad
geometry users and 1/1 - universal - reuse for good geometry
users. This is an example of a fractional frequency reuse. Note

that FFR can also be ”soft” reuse in the sense that although
all resource sets are utilized in all cells, a reuse patten is
created through non-uniform transmission of power across the
different resource sets - most of the power is transmitted on a
subset of the resource sets while a small portion of the power
is transmitted on the remaining resource sets.

Fixed FFR does not adapt to traffic dynamics in the sense
that the frequency reuse achieved is not adjusted based on
interference conditions experienced by the users. In this paper
we describe an alternative approach that systematically and
dynamically achieves a frequency reuse efficient for a given
user spatial distribution. The proposed algorithm does not
require any a priori frequency planning, or any signaling or
other explicit coordination between base stations. The key idea
of our approach, described in more detail in Section II, is
that each sector constantly performs a “selfish” optimization
of the assignment of its users to resource sets, with the
objective of optimizing its own performance. In our case, the
objective will be to minimize power usage. This optimization
is done based on the interference levels reported by users
for different resource sets, and is performed “continuously”
via a computationally efficient shadow scheduling algorithm
(described in Section III). In this paper we focus on the
case of supporting constant-bit-rate (CBR, e.g. VoIP) user
traffic. Extension of the techniques to other traffic types and
a combination of multiple types is a subject of on-going
research.

An important feature of our approach, which makes it
feasible and attractive for application, is that only medium-
to-long term per-resource-set interference level reporting is
required, and therefore such reporting need not be frequent.
This feature will be discussed in Sections II and V-A (see item
5).

To study basic properties of a multi-sector system, when
each sector employs our algorithm for “selfish” optimiza-
tion, we consider a fluid model, where individual users are
replaced by “drops of fluid.” We define this model in a
quite general setting, and establish the existence of the Nash
equilibrium points in Section IV-A. We also consider a very
simple special case (one-dimensional, two-sector, symmetric)
of the fluid system in Section IV-B, for which we prove
that both efficient and inefficient Nash equilibria exist, and
that the system dynamics is such that it in fact does reach



the efficient equilibrium. This phenomenon of the system
“automatically” reaching an efficient equilibrium point (which
we prove analytically only for a very special system, under a
lot of simplifying assumptions), is then also observed in our
extensive simulations of a more general realistic system, in
various scenarios, under the actual proposed algorithm.

The paper is organized as follows. In Section I-A we briefly
discuss some related work. In Section II we describe the
system model under consideration and provide the overview
of the algorithm. In Section III we describe the algorithm in
detail. In Section IV we present analytical results for the fluid
model. In Section V numerous simulation results are presented
to demonstrate how the algorithm works in a realistic setting.
We conclude with a summary and discussion of future work
in Section VI.

A. Related Work

Fractional frequency reuse in the context of OFDMA sys-
tems has mainly been discussed in cellular network stan-
dardization fora such as Third Generation Partnership Project
(3GPP) and Third Generation Partnership Project 2 (3GPP2)
[1], [2]. The notions of FFR and interference avoidance in the
context of OFDMA systems appear in [3]. Numerous papers
have been published on scheduling in OFDMA systems. How-
ever, most of these papers do not consider the effect of out-
of-cell interference. Dynamic distributed resource allocation
in the context of Gaussian interference channels has been
considered in [4] and [5] where a game-theoretic view has
been presented. Paper [7] investigates the effect of selfish
behavior in spectrum sharing systems motivated by unlicensed
band systems. None of these papers consider the model of
this paper with multiple interfering base stations each serving
several, differently located users. (As a result, even within
same cell, different users experience different interference
levels in different resource sets.) Centralized, coordinated
resource allocation in the context of cellular systems has been
considered in [8], [9], [10]. The focus of this paper, on the
other hand, is on distributed allocation algorithms.

II. SYSTEM MODEL AND ALGORITHM OVERVIEW

We consider the downlink of an OFDMA cellular system
in which users are assigned a set of sub-carriers at specific
time slots for transmission of packets. The OFDMA system
supports FFR by division of sub-carriers into sub-bands.
Before describing the model formally, we need to mention
two important aspects of a real system, that motivate and
justify our model assumptions. First, for delay sensitive traffic
such as VoIP traffic considered in this paper, channel-aware
scheduling in mobile systems does not provide significant
benefits and hence frequency hopping is used for channel
diversity and interference averaging. Interference averaging
within each sub-band is required since transmitted power
levels could be different in the different sub-carriers within
a sub-band making it difficult to predict achievable rates. The
interference averaging with FFR is achieved by restricting

frequency hopping for a given transmission to be across sub-
carriers within the sub-band that this transmission is assigned
to. The second important aspect of the system, which is
assumed in the model described below, is the so called
channel quality and interference indicator feedback in the form
of signal-to-interference and noise ratio that is sent by the
mobiles back to the base station for the purpose of resource
allocation. The feedback is used to determine the transmission
modulation format, channel code rate, number of sub-carriers,
and transmit power level required to meet the target data rate.
As mentioned earlier, for real time CBR traffic with strict
delay constraints such as VoIP, frequency selective scheduling
is usually not employed, and the supportable transmission data
rate depends only on the number of sub-carriers, transmit and
interference power levels. Average channel quality, in the form
of instantaneous rates computed for a nominal transmit power
averaged over several 10s of slots (each slot is of the order or
1 msec) is assumed to be fed back periodically. This feedback
is essential - it determines each user’s current power and sub-
carrier requirements in different sub-bands. (These are the pij

and mij defined later.)
Now we describe our model of an OFDMA system. We

have K cells (sectors) k ∈ K = {1, . . . ,K}, and J sub-bands
j ∈ J = {1, . . . , J} in the system. We assume that each sub-
band consists of a fixed number c of sub-carriers, referred to as
sub-band capacity. Time is slotted, so that transmissions within
each cell are synchronized, and do not interfere with each
other. To simplify the exposition we assume that the resource
sets discussed earlier correspond directly to sub-bands in the
frequency domain and span the entire time period. Extension to
more general resource sets is straightforward. A transmission
in a cell, assigned to a sub-band, causes interference to only
those users in other cells that are assigned to the same sub-
band; there is no inter-sub-band interference.

Consider one of the cells, which needs to support N CBR-
type flows, say VoIP. Then, for each user i ∈ I = {1, . . . , N},
the cell’s base station (BS) can choose which sub-band j to
assign it to. Given the other-cell interference levels, currently
observed by user i, the BS “knows” (i.e., can estimate from
user feedback) that it would need to allocate mij sub-carriers
and average power pij , if this user is to be assigned to sub-
band j. Since other-cell interference is not constant in time (it
depends on the user-to-sub-band assignments in other cells,
and the actual powers those users require), the values of mij

and pij change with time. However, these “parameters” depend
on time-average interference levels (over the intervals of the
order of 1 second), and therefore they do not change “fast”
(i.e., from slot to slot). Any user-to-sub-band assignment the
cell employs at a given time should be such that sub-band
capacities are not exceeded:∑

i∈A(j)

mij ≤ c, ∀j, (1)

where A(j) is the set of users assigned to sub-band j, and
the total power used in all sub-bands is below the maximum



available level p∗: ∑
j

∑
i∈A(j)

pij ≤ p∗. (2)

A good user-to-sub-band assignment strategy, from the
overall system performance point of view, would be one “pro-
ducing” user-to-sub-band assignments in the cells, allowing
the system to support as many users as possible with the
constraints (1)-(2) being satisfied in each cell.

Key idea behind our proposed approach. Assume the
typical situation when it is the power constraints (2) that limit
system capacity. Then, a natural “selfish” strategy for each
cell is to try to minimize its own total power usage, given the
current values of mij and pij for its current users:

min
∑

j

∑
i∈A(j)

pij , (3)

subject to (1)-(2). (The minimization in (3) is over all possible
assignments {A(j), j ∈ J }.)

Key intuition why the proposed decentralized approach
should produce a good system-wide performance. Suppose
that each cell does try to minimize its own total power usage,
as described by (3). Then, we expect the following to happen.
“Edge users” in a cell (those further away from their own
BS), will have generally larger requirements mij and pij , and
- more importantly - mij and pij will be relatively smaller in
those “good” sub-bands j where neighboring cells happen to
allocate less power. “Inner users” of the cell (those close to
their own BS) generally have smaller requirements mij and
pij ; in addition, they are less affected by the interference from
neighboring cells and, consequently, the inner users’ values of
mij and pij are much less dependent on the sub-band j. As a
result, the cell (trying to solve (3)) will have a tendency to put
its edge users into its good sub-bands j. Therefore, the cell will
allocate larger powers to its good sub-bands, thus making those
sub-bands “bad” for the neighboring cells. Neighboring cells
then (while trying to minimize their own total powers) will
“avoid” assigning their edge user into those sub-bands, making
them even “better” for the cell under consideration, and so on.
It is intuitive that the system “settles” into a user-to-sub-band
allocation pattern, generally requiring less power in all cells,
because neighboring cells will automatically “separate” their
edge users into different sub-bands. Section IV-B illustrates
this general phenomenon in an one-dimensional setting that
confirms this intuitive explanation.

III. ASSIGNMENT ALGORITHM RUN BY EACH CELL

In this section we describe our algorithm which essentially
reduces to how each BS is going to solve problem (3), (1), (2).
This question, however, is of crucial importance, because, to
make our approach practical, the following requirements need
to be observed:
- the algorithm has to be computationally very efficient;
- it should not result in a large number of users being re-
assigned from sub-band to sub-band in each time slot;

- we want an algorithm which adapts automatically to “evolv-
ing” set of users I and their “evolving” parameters mij and
pij .
The algorithm we propose is run separately in each cell (that
is, at its corresponding BS).

First of all, it is convenient to slightly generalize the
objective in (3) as follows:

min
∑

j

∑
i∈A(j)

ajpij , (4)

where parameters aj > 0 give some a priori “unit costs of
power” in different sub-bands j. (These may be different in
different cells.) Using unequal aj may be beneficial if we want
to a priori “bias” the system towards certain configurations.
The default values can be all aj = 1, which is in fact what is
done in all simulations presented later. Thus, the problem the
cell needs to solve is (4), subject to (1)-(2).

If we relax integrality constraints in (4)-(1)-(2), we obtain
the following linear program:

min
{zij}

∑
i

∑
j

ajpijzij , (5)

∑
i

mijzij ≤ c, ∀j, (6)

∑
i

∑
j

pijzij ≤ p∗, (7)

zij ≥ 0, ∀i, j,
∑

j

zij = 1, ∀i. (8)

The meaning of zij is the “fraction” of user i that is placed
in sub-band j.

Approximating problem (4)-(1)-(2) with linear program (5)-
(8) is reasonable if mij’s are typically much smaller than c,
which is in fact the case e.g. for VoIP users. In this case,
typically, a solution to (5)-(8) will assign the “entire” user i
to one of the sub-bands, i.e. zij = 1. A small number of users
i, however, will be “split”, meaning 0 < zij < 1 for several
j; we deal with this problem as described below.

To solve the linear program (5)-(8), we apply a simple
“shadow scheduling” algorithm, defined next, which is a
special case of the Greedy Primal-Dual (GPD) algorithm [12].

SHADOW ALGORITHM:
For the cell under consideration, BS maintains variable

(virtual queue) Qj for each sub-band j - these are to “keep
track” of the constraints (6). It also maintains variable (virtual
queue) Z, which keeps track of the total power constraint
(7). β > 0 is a small parameter, which controls the tradeoff
between responsiveness of the algorithm and its accuracy.
Then, in each time slot:

1. For each user i, we identify a queue
j ∈ arg min ajpij + βQjmij + βZpij ,
and for this j perform the following updates:
Qj = Qj + mij and Z = Z + pij .



This has the interpretation of “routing” one unit of flow i
traffic to queue j, and consuming amount pij of power.
2. For each j, we update Qj = max{Qj−c, 0}. Interpretation:
c units of work are “served” from queue j.
3. Update Z = max{Z − p∗, 0}.

The initial state is βQj = 1 for all j and Z = 0. (As we
discuss below, the shadow algorithm runs “continuously”, even
as its “parameters” pij and mij gradually change with time.
Therefore, the choice of initial state - at the system start-up
or reset - is not crucial.)

END ALGORITHM
Shadow algorithm solves (5)-(8) in the following sense. Let

ζij be the average fraction of time slots, in which user i is
“routed” to sub-band j by the shadow algorithm. Then, the
set of ζij is an approximate solution to (5)-(8); the smaller
the β the more accurate the approximation (which becomes
exact [12] as β → 0). In reality, it is typically impractical
(or impossible) to “split” a user between several sub-bands
in one slot, and also it is highly undesirable to have frequent
reassignments of users between sub-bands. To address this,
we actually reassign flow i from its current sub-band j′ to the
sub-band j chosen by the shadow algorithm, only if the “gain”
is significant: ajpij + βQjmij + βZpij < (1 − ∆)[aj′pij′ +
βQj′mij′ + βZpij′ ], where ∆ > 0 is a parameter.

Shadow algorithm solves problem (5)-(8) asymptotically,
assuming the set of users and all mij and pij are constant.
But, in practice these change - relatively slowly - with time.
The algorithm therefore will “track” the optimal solution of
(5)-(8). This fact is one of the important advantages of using an
iterative shadow algorithm: we do not need to keep solving the
linear problem “from scratch,” but rather “track” the solution
by doing simple updates of variables.

IV. ANALYSIS OF THE ALGORITHM

A. A “fluid” model and its Nash equilibria

When each sub-band can typically support a large number
of users, and power allocations to individual users are small,
the following model, where user population is viewed as con-
tinuous “fluid” with a certain spatial distribution, is relevant.
(The additional simplifying assumption leading to this model
is that the subcarrier requirements for any user in any sub-
band is the same, mij = ε.) Given the SINR target ν > 0, the
transmit power that needs to be assigned to a small “amount δ
of fluid,” located at a given point, is given by νδ(N0 + I)/g,
where N0 is the noise power, I is the interference power at
that location and g is the channel gain from the transmitter
to the receiver at that location. We define nominal power to
be the power that would need to be allocated to all users in
a cell (in all sub-bands) to achieve the target SINR ν of all
users. If the nominal power is such that it exceeds the total
available transmit power, p∗, in the cell, we assume that the
transmitted powers are scaled down so that the total actual
power is exactly p∗. We refer to the scaled nominal powers as
actual powers.

More formally, the fluid model is as follows. We have K
cells k ∈ K = {1, . . . ,K}, and J sub-bands j ∈ J =

{1, . . . , J} in the system. Denote by S ⊆ R2 the region where
users can be located. The distribution of users, assigned to cell
k, is given by a measure ρ(k) on S. Let measure ρ

(k)
j denote

the distribution of cell-k users assigned to sub-band j, so that∑
j ρ

(k)
j = ρ(k) for any k ∈ K. We require that the mass

(“number”) of users that can be assigned to any sub-band in
a cell is upper bounded by a fixed number, which we set to
be 1 without loss of generality. (We can always scale the user
distributions up or down, while scaling ν in opposite direction,
to obtain an equivalent model.) In other words,

ρ
(k)
j (S) ≤ 1, ∀j, k, (9)

Consequently, we always assume that ρ(k)(S) ≤ J for all cells
k, so that (9) is feasible.

Denote by g(k)(s) ≤ 1, s ∈ S, k ∈ K, the propagation gain
from base station (BS) of cell k to point s, and assume that
g(k)(s) is continuous in s for each k and that all propagation
gains are uniformly bounded away from 0, i.e. g(k)(s) ≥ ε for
some ε > 0.

Now, suppose the user allocation ρ = {ρ(k)
j , j ∈ J , k ∈

K}, (satisfying (9)) is fixed. Denote by f
(k)
j and h

(k)
j , the

nominal and actual power, respectively, allocated by BS k in
sub-band j. Then, we say that the power allocation (f, h),
where f = {f (k)

j , j ∈ J , k ∈ K} and h = {h(k)
j , j ∈

J , k ∈ K}, corresponds to the user allocation ρ if it satisfies
the following conditions:

f
(k)
j =

∫
S

ν[N0 + I
(k)
j (s)]

1
g(k)(s)

ρ
(k)
j (ds), ∀k, ∀j, (10)

where

I
(k)
j (s) ≡

∑
� �=k

h
(�)
j g(�)(s), (11)

and

h
(k)
j =

{
f

(k)
j , if f

(k)
Σ ≤ p∗,

f
(k)
j

p∗

f
(k)
Σ

, if f
(k)
Σ > p∗,

(12)

where

f
(k)
Σ =

∑
j

f
(k)
j . (13)

We say that cell k achieves target SNR if f
(k)
Σ ≤ p∗.

Lemma 4.1: For any user allocation ρ there exists a corre-
sponding power allocation (f, h).
Proof is obtained using Brower’s fixed point theorem (cf.
[11]). Details are in [14].

Remark 1. Lemma 4.1 cannot be obtained from standard
results regarding solutions to a power control problem. (See
[13] and references therein.) This is due to the “power
capping” condition (12). (In the terminology of [13], this
makes interference function non-monotone, and therefore non-
standard.)

Definition 4.1: Suppose a set of positive parameters,
a
(k)
j , j ∈ J , k ∈ K, is fixed. (These are the “unit

costs of power” for each sub-band in each cell.) A pair of



user allocation (assignment) ρ and a corresponding power
allocation (f, h) is a Nash equilibrium of the system, if
the following holds for each cell k: given the actual power
allocation {h(k′)

j , k′ �= k, j ∈ J } in all other cells is fixed,

the user allocation {ρ(k)
j , j ∈ J } in cell k minimizes the total

weighted nominal power
∑

j a
(k)
j f

(k)
j (with f

(k)
j as given by

(10) and (11)) in this cell.
Remark 2. Nash equilibrium is a standard notion in game

theory. (Cf. [6] for a survey of game-theoretic applications
to telecomunications.) To avoid confusion, we note that, even
though we consider a fluid model, the equilibrium in Defini-
tion 4.1 is not a Wardrop equilibrium [6].

Lemma 4.2: For any user distributions ρ(k), k ∈ K, (before
user assignment to sub-bands), there exists a Nash equilibrium
(ρ, f, h) of the system.
Proof is obtained using Kakutani’s fixed point theorem (cf.
[11]). Details are in [14].

Consider now the case when all a
(k)
j = 1. In this case,

there always exists a trivial - load balancing (LB) - Nash
equilibrium: each cell splits its users equally among all sub-
bands in all locations, i.e., ρ

(k)
j = (1/J)ρ(k), and the power

limit in each subband is p∗/J . (See [14] for details.) However,
even in this case, the LB Nash equilibrium is not necessarily
unique, and moreover, not necessarily most efficient (requiring
least power). We demonstrate this on a simple system in the
next section; we also show that, for that simple system, selfish
power minimization by the cells in fact does lead to more
efficient equilibria. We believe such behavior of the simple
system demonstrates a general phenomenon: selfish power
minimization by the cells leads to better system operating
points. This intuition will be confirmed by the simulation
results, shown later in Section V.

B. Symmetric 1-dimensional system

Consider a simple symmetric 1-dimensional system, shown
in Figure 1. This system is a (very) special case of the
general system of Section IV-A; and we additionally assume
the uniform power cost case: all a

(k)
j = 1. There are two

“cells”, 1 and 2. The total “number” (mass) of users in each
cell is 2. In cell 1, the user distribution consists of two atoms,
each of mass 1, one at point s1 (closer to the BS 1) and another
at point s2 (closer to the boundary between cells, which is at
0 ); the location of BS 2 and the distribution of users in cell
2 are symmetric to those in cell 1 w.r.t. the boundary between
the cells. The users located at s1 and s4 we will call “inner”
users, and those at s2 and s3 - “edge” users. We assume that
propagation gain is strictly monotone decreasing in distance,
and so 1 ≥ G1 > G2 > G3 > G4 > 0, where gains
G1, G2, G3, G4, are are from BS 1 to points s1, s2, s3, s4,
respectively. (By symmetry, those are also the gains from BS
2 to s4, s3, s2, s1, respectively.)

There are 2 sub-bands, A and B. Therefore, in each cell,
each of the two sub-bands contains exactly mass 1 of users.
Consequently, the entire allocation of users to sub-bands in our
system is given by pair (x, y) ∈ [0, 1]2, where x = ρ

(1)
A ({s2})

BS 1 BS 2

s1 s2 s3 s40

Fig. 1. Symmetric 1-dimensional system.

is the number of edge users (located at s2) assigned to sub-
band A in cell 1, and y is the number of edge users (located at
s3) assigned to sub-band B in cell 2. Recall that f

(k)
j and h

(k)
j

denote the nominal and actual power, respectively, allocated
by BS k in sub-band j. (Here k = 1, 2, and j = A,B.)

1) “Load balancing” Vs. “Interference avoidance”: Con-
sider user allocation (1/2, 1/2). This is the “load balancing”
(LB) allocation, defined earlier - each cell equally splits
its users between the two sub-bands in each location. By
symmetry, for this user allocation, the solution to (10)-(13)
is unique and is such that f

(1)
A = f

(2)
B = f

(1)
B = f

(2)
A = c > 0,

and h
(1)
A = h

(2)
B = h

(1)
B = h

(2)
A ≤ c, with the last inequality

being strict iff 2c > p∗, i.e., when the total nominal power in
each cell exceeds the limit p∗.

The user allocation (1, 1) [and symmetric one (0, 0)] can be
called “interference avoidance” (IA) allocation, because here,
in each sub-band, the edge users of one cell are “matched”
with inner users of another.

Theorem 4.1: Consider IA user allocation (1, 1), and as-
sume that a solution to (10)-(13) exists such that h = f .
Such a solution is then unique, and we must have f

(1)
A =

f
(2)
B = cedge > cin = f

(1)
B = f

(2)
A . (Consequently, IA user

allocation (1, 1) along with its unique power allocation is a
Nash equilibrium.) Then, cedge +cin < 2c. In other words, the
LB user allocation is worse than IA in that it either requires
greater total power, or cannot achieve the target SINR, or both.
Proof. Denote c̄ = (cedge + cin)/2. It will suffice to show the
following. Suppose cell 2 allocates actual power c̄ in each sub-
band, and the user allocation is (1/2, 1/2). Then, the nominal
power allocation in cell 1 in each sub-band (say, sub-band A),
as defined by (10)-(11), is strictly greater than c̄. (This implies
that if we solve the entire system (10)-(13) for the allocation
(1/2, 1/2), the nominal power c for each (cell,sub-band) pair
would have to be greater than c̄.)

Let us denote by c1 and c2 the powers that would have to be
allocated (by cell 1 in sub-band A) to the (mass 1/2) users at
point s1, and to the (mass 1/2) users at point s2, respectively.
If we specialize equations (10)-(13) to our case, we can write
rin

.= c1
cin

= 1
2

N0+c̄G4
N0+cedgeG4

< redge
.= c2

cedge
= 1

2
N0+c̄G3

N0+cinG3
.

The inequality above is because cin < c̄ < cedge, G4 < G3,
and redge is strictly increasing in G3. We need to show that

c1 + c2 = rincin + redgecedge > c̄ = (1/2)cin + (1/2)cedge.



Now, since cin < cedge and rin < redge, it will suffice to
show that rin + redge ≥ 1. This is in fact true, because

rin + redge ≥ 1
2

N0 + c̄G4

N0 + cedgeG4
+

1
2

N0 + c̄G4

N0 + cinG4
≥ 1,

where the right relation is by Jensen inequality.
Remark 3. Theorem 4.1 can be easily generalized for the

1-dimensional 2-cell system with arbitrary user densities ρ(1)

and ρ(2), symmetric w.r.t. cell boundary. (See [14].)
2) Dynamics: In this section, let us further assume that

for any (x, y) there exist a solution to (10)-(13) such that the
nominal and actual power allocations are equal, h = f . Such a
solution is then unique, by standard power control theory [13],
and moreover the dependence of h on (x, y) is continuous.

Let us consider a dynamic system, where user allocation
(x(t), y(t)) is a function of continuous time t ≥ 0. The
dynamics is such that, in a small time interval [t, t+ dt], each
cell can reassign up to dt mass of its users from sub-band
B to A in one location, and the matching mass from A to B
in another location. The “direction” of reassignment depends
on the current interference levels from the neighbor cell in
each sub-band, and is such that the cell’s total power would
decrease (assuming the other cell keeps it power allocation
unchanged).

Remark 4. Such a dynamical system models the dynamics
of the actual shadow scheduling based algorithm described
earlier if we additionally assume that there is a fixed limit
on the number of users that can be reassigned within one
time slot. Also, in our one-dimensional system, all “users”
in one location are completely indistinguishable. As a result,
as long as power transmitted by a neighbor cell is less in
one of the sub-bands, say A, the shadow algorithm will try to
reallocate its edge users to sub-band A “as fast as it can,” while
reallocating the matching number of inner users to sub-band
B.

More formally, let h
(k)
j (t) denote the actual power, allocated

at time t by BS k in sub-band j. These powers are determined
uniquely by the user allocation (x(t), y(t)). We define the
dynamic system to be such that both x(t) and y(t) are
Lipschitz continuous with (Lipschitz) constant 1. Function
x(t) satisfies the condition that x′(t) = 1 if h

(2)
A (t) < h

(2)
B (t),

and x′(t) = −1 if h
(2)
A (t) > h

(2)
B (t); and y(t) satisfies the

symmetric conditions.
The LB assignment (1/2, 1/2) is obviously an equilibrium

point of the dynamic system, i.e. (x(t), y(t)) ≡ (1/2, 1/2)
is a valid trajectory. However, it is easy to see [14] that
it is an unstable equilibrium. On the other hand, both IA
assignments (1, 1) and (0, 0), which are more efficient than
LB (Theorem 4.1) are stable equilibria. The following The-
orem 4.2 shows that, in essence (i.e. except for “contrived”
initial states), those two points form the global attraction set.
(Due to lack of space we omit proof; it can be found in [14].)

Theorem 4.2: Consider the dynamical system (x(t), y(t)),
defined in this section.
(i) Both (1, 1) and (0, 0) are Lyapunov stable equilibrium
points.

Fig. 2. Lay out of sectors and sample user locations.

(ii) If x(0) + y(0) �= 1, then the trajectory reaches either state
(1, 1) or (0, 0) within time at most 1 and stays in this state
thereafter.

V. SIMULATION RESULTS

In this section we describe results from a simulation study
of the algorithm. We first describe the system model employed
for the simulation study and then discuss the simulation results
for various scenarios.

A. System model for simulations

A three sector network with the sectors facing each other
is used to study the behavior of the algorithm under a variety
of traffic distribution scenarios. The base station lay out with
typical user locations for uniform user distribution is shown in
Figure 2. The site-to-site distance is set to 2.5 Km. Users are
distributed in the triangular region covered by the three sectors.
Standard propagation parameters [14] are used to determine
the received signal power level for a given transmit power
level. The penetration loss is set to either 10 dB or 20 dB which
results in a cell edge SNR (signal to thermal noise ratio, when
there is no interference from surrounding cells, assuming total
available power is distributed over the entire bandwidth) of 20
dB or 10 dB, respectively. Sensitivity of the performance gain
to the cell edge SNR is captured in this fashion. To simplify
the simulations fast fading is not simulated.

1) Traffic model: A constant bit rate traffic model in which,
for all users in the active state, fixed length packets of size
128 bits arrive once every 20 slots is adopted. Users transition
between active and inactive states according to exponentially
distributed waiting times in each state. No packets arrive when
a user is in the inactive state. The mean time in each state is
200 slots.

2) Frequency hopping: In our simulation, we consider an
OFDMA system with 48 sub-carriers divided into a number
of sub-bands with the same number of sub-carriers in each
sub-band. Typically, we consider three sub-bands with 16
sub-carriers in each sub-band. Random frequency hopping
is implemented from slot to slot by permuting the sub-
carrier indices independently across the different sub-bands
and sectors.



3) Transmission rate computation and persistent schedul-
ing: Each user that is scheduled for transmission in a given
slot is assigned a set of sub-carriers, say Ci, and transmit
power Pi divided equally across the |Ci| sub-carriers. A user
is assigned resources in only a single sub-band. Given such an
allocation, the number of bits transmitted in a slot is computed
using the Shannon formula for channel capacity as

Ri =
∑

j∈Cπn
i

log2

(
1 + Gni

Pi/|Ci|
N0 +

∑
b �=n GbiP j,b

)
(14)

where n is the serving sector of user i, Cπn
i is the set of

physical sub-carrier locations that are obtained as a result of
the permutation πn of the logical sub-carriers Ci for frequency
hopping, P j,b is the power transmitted by sector b in the
physical sub-carrier j, and Gni, Gbi are the channel gains
to the user from the serving and interfering base stations,
respectively.

Since we are focused on CBR traffic in this paper, we adopt
a persistent scheduling approach in which users in the active
state that periodically receive packets are assigned resources
in a sub-band in a periodic fashion, i.e., in every kth slot for
some k. In our simulations k = 5. The actual number of sub-
carriers assigned and power transmitted are adjusted according
to the power control algorithm described below. Furthermore,
users, although persistently scheduled, may be re-allocated to
other sub-bands if dictated by the shadow algorithm.

4) Channel quality indicator (CQI) feedback: A key re-
quirement for the algorithm is the feedback of channel quality
in the form of data rate that can be supported within each
of the sub-bands. Average channel quality, in the form of
instantaneous rates computed for a nominal transmit power
averaged over the last 50 slots (implemented through a moving
average filter with a parameter of 1/50), is assumed to be fed
back every slot in the simulations. In practice, since this per
sub-band CQI is averaged over many time slots it could be
sent relatively infrequently.

5) Computation of mij and pij for the Shadow algorithm:
When the activity state for user i changes from inactive to
active and the first packet arrives at the sector, pij ,mij are
calculated for each sub-band j to meet the target data rate
requirement. For this computation the channel quality indicator
fed back by each user on a per sub-band level is used. Among
the various combinations of pij ,mij that result in the same
rate, the one that requires the least number of sub-carriers is
used. Determining the optimal combination of pij and mij is
non-trivial. Subsequently in each iteration as the power control
(based on number of bits actually transmitted in a slot) updates
the transmit power density, the pij computed is scaled by a
common scale factor across all the sub-bands so that the pij

of the assigned sub-band corresponds to the current transmit
power density. For details of the algorithm, please refer to
[14].

B. Results

1) Performance for uniform user distribution: We compare
the performance of the shadow algorithm for three sub-bands
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Fig. 3. (a) Normalized average transmission power in the different sub-bands
and (b) Average number of sub-carriers assigned in the different sub-bands

to that of universal reuse with a single sub-band and no
interference coordination. Users are distributed uniformly in
all three sectors in all of the results in this section. Comparison
is performed on the basis of the maximum number of users
that can be supported in each sector. This maximum number
is obtained from the cumulative distribution functions (CDFs)
of the total sector transmit power and the mean queue size.

Figure 3 shows the normalized average transmission power
in each sub-band and the average number of sub-carriers
assigned in each of the three sub-bands for the case of 10 dB
cell edge SNR. Recall that the total number of sub-carriers in
each sub-band is 16. From the figure it is clear that the shadow
algorithm achieves a desirable frequency plan. Note that the
frequency plan achieved is not the strict 1/3 reuse, which is
inferior to universal reuse.

Figure 4 shows the complementary cumulative distribution
functions of the total sector power normalized by the max-
imum available sector power and the mean queue size over
the duration of the simulation normalized by the packet size
for the different users. The criteria for determining if a given
number of users can be supported by the system are (a) the
one-percentile point in normalized total sector power plot
should not exceed 1 for valid system operation and (b) the
one-percentile point in the normalized mean queue size plot
should not exceed about 2. The latter is because of the fact
that for real-time traffic such as VoIP traffic, over the air one
way delay of up to 80 ms may be tolerated. This translates
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Fig. 4. Complementary cumulative distribution functions of the total sector
power and mean queue size for 10 dB cell edge SNR

to a maximum delay of about 4 packets. Since we are using
mean delay, 2 packets delay has been used as the criterion.
Based on the above criterion it is clear from the figure that
the shadow algorithm can support about 145 users while the
universal frequency reuse with a single sub-band approach can
only support 120 users. Thus the gain is about 20%. When the
cell edge SNR is 20 dB (corresponding to penetration loss of
10 dB) the gain is 30%, based on results not shown here.

In Figure 5 we show the total number of users across the
three sectors that require re-assignment to a different band to
make the allocation more efficient as a function of the index
slot. This number is important because reassigning a user to
a different band incurs additional signaling overhead. Thus,
the smaller the number of reassignments the better. From the
figure it is clear that the number of users reassigned is a small
fraction, less than 3%, of the total number of users.

2) Performance for different number of sub-bands: In this
section we show the behavior of the shadow algorithm for
the same simulation set up as in the previous section but
with four and six sub-bands instead of three sub-bands. We
observe in Figure 6, showing the normalized average sector
power transmitted in each sub-band, that the shadow algorithm
produces efficient frequency plans independent of the number
of sub-bands. Furthermore, based on the total sector power and
average delay CDFs not shown here, we determined that the
maximum number of users that can be supported with these
larger number of sub-bands is nearly the same as that with
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Fig. 6. Normalized average transmission power in the different sub-bands
for the case of 6 sub-bands

three sub-bands. It is slightly smaller because of the reduced
statistical multiplexing from dividing the total number of sub-
carriers into more sub-sets each with fewer sub-carriers. Thus
it is best to set the number of sub-bands such that there is
sufficient flexibility to achieve the desired reuse but no larger
than that.

3) Performance for non-uniform user distributions: In this
section we show how the shadow algorithm automatically
selects the appropriate frequency plans when distributions of
users within the sectors are not uniform. In Figure 7 the
normalized average transmit powers used in the three sub-
bands are shown for the case in which users are distributed
close to the base station in Sector 1 while users are distributed
near the edge of the sector in Sectors 2 and 3. The results
correspond to the penetration loss of 10 dB for which cell
edge SNR is 20 dB. Center and edge distribution of users is
achieved by selecting in Sector 1 users that have average full
power SINR of 10 dB or higher and by selecting in Sectors
2 and 3 users that have full power SINR that is 2 dB or
lower. As can be seen in the figure Sector 1 utilizes all the
three bands nearly uniformly while Sectors 2 and 3 transmit
a significant fraction of their power in one of the sub-bands
most heavily, thus avoiding each other. This is expected since
Sector 1 users do not experience significant interference from
Sectors 2 and 3 because they are located close to the center
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Fig. 7. Normalized average transmission power in the different sub-bands
for users distributed only in the center of Sector 1 and only in the edge in
Sector 2 and Sector 3

of their own sector. Conversely, for the same number of users,
significant interference is not caused by Sector 1 transmission
to users in Sectors 2 and 3. Sectors 2 and 3 transmissions,
on the other hand, interfere with each other. Thus running the
shadow algorithm results in a reasonable reuse pattern. The
gain in terms of the number of users that can be supported
over a single band universal reuse approach is about 45%.

In Figure 8 the normalized average transmit powers used
in the three sub-bands are shown for the case in which users
are distributed near the edge of the sector in all three sectors.
As before edge users are characterized by full power SINR
that is 2 dB or lower. In this case, again as expected, the
shadow algorithm results in a frequency reuse plan that is
closer to 1/3 reuse, i.e., using separate frequency bands in
the three sectors. This is expected because all three sectors’
transmissions interfere with that of each other because users
are at the edge. The gain in terms of the number of users that
can be supported over a single band universal reuse approach
is about 87% for the case of 20 dB cell edge SNR. Simulations
for the case of users distributed only in the center in all
three sectors also yielded the expected universal frequency
reuse pattern since there is relatively small amount interference
between sectors and use of all three bands in all sectors is
efficient.

VI. SUMMARY AND FUTURE WORK

Interference avoidance in OFDMA systems through intel-
ligent resource allocation is a technique to improve overall
system capacity. The general approach to the interference
avoidance problem, taken in this paper, is to make each sector
“selfishly” pursue its own performance objective, which natu-
rally leads to completely distributed algorithms. We proposed
a specific distributed algorithm that only uses the information
fed back from the users, and demonstrated that the algorithm
indeed achieves efficient interference avoidance, without any
prior planning. Extensive simulations showed efficient FFR
patterns matched to the user distributions are achieved auto-
matically. For a fluid model of the system behavior under our
algorithm, we proved the existence of Nash equilibria in a
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Fig. 8. Normalized average transmission power in the different sub-bands
for users distributed only in the edges of the three sectors

general setting; convergence results were also proved for a
symmetric one-dimensional case.

While the algorithm was described for CBR type traffic, a
similar approach can also be adopted for delay tolerant best
effort traffic. The specific algorithm for best effort traffic, and
algorithms for a combination of best effort and CBR traffic
types existing simultaneously are topics for further research.
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