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ABSTRACT

We propose an efficient way to support quali-
ty of service of multiple real-time data users
sharing a wireless channel. We show how
scheduling algorithms exploiting asynchronous
variations of channel quality can be used to max-
imize the channel capacity (i.e., maximize the
number of users that can be supported with the
desired QoS).

INTRODUCTION
Providing quality of service (QoS), in particular
meeting the data rate and packet delay con-
straints of real-time data users, is one of the
requirements in emerging high-speed data net-
works. This requirement is particularly challeng-
ing in networks that include wireless links.
Indeed, quality of a wireless channel is typically
different for different users, and randomly
changes in time on both slow and fast time
scales. In addition, wireless link capacity is usu-
ally a scarce resource that needs to be used effi-
ciently. Therefore, it is important to find efficient
ways of supporting QoS for real-time data (e.g.,
live audio/video streams) over wireless channels
(i.e., supporting as many users as possible with
the desired QoS).

Efficient data scheduling is one of the ways to
address the issue described above. In this article
we consider the problem of scheduling transmis-
sions of multiple data users sharing the same
wireless channel so as to satisfy delay or through-
put constraints of all, or as many as possible,
users. This problem can be referred to as a
multi-user variable channel scheduling problem.
As mentioned above, the unique “wireless” fea-
ture of this problem is the fact that the capacity
(service rate) of the channel varies with time
randomly and asynchronously for different users.
The variations in channel capacity are due to dif-
ferent interference levels observed by different

users, and also to fast fading of the signal
received by a user.

The multi-user variable channel scheduling
problem arises, for example, in the third-gener-
ation (3G) code-division multiple access
(CDMA) high data rate (HDR) system [1] (Fig.
1). (See also [2] for a background on CDMA
wireless systems.) In HDR, multiple mobile
users in a cell share the same CDMA wireless
channel. On the downlink (the link from the
cell base station to users), time is divided into
fixed-size (1.67 ms) time slots. This slot size is
short enough so that the channel quality of a
user stays approximately constant within one or
even a few consecutive time slots. (To be more
precise, this is true only for relatively low
mobile user velocities [2]). In each time slot
data can be transmitted to only one user. Each
user i constantly reports to the base station its
“instantaneous” channel capacity ri(t), the rate
at which data can be transmitted to the user if
it is scheduled for transmission in the current
time slot t. The data rate can be chosen from a
finite set corresponding to the specified set of
data frames; for details see [1]. The channel
capacities ri(t) change in time randomly and
asynchronously for different users, as illustrated
by Fig. 2.

In an HDR system, as well as in any other
system where the multi-user variable channel
model arises, a scheduling algorithm can take
advantage of channel variations by giving
some form of priority to users with (temporar-
ily) better channels. Since channel capacities
(service rates) of different users vary in time
in an asynchronous manner, the QoS of all
users  can be improved over scheduling
schemes that do not take channel conditions
into account.

To illustrate the latter point, consider a very
simple system with two users. The service rate
(in a time slot) for user 1 is either 76.8 kb/s or
153.6 kb/s with equal probabilities 0.5. For user
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2 the rates are 153.6 kb/s or 307.2 kb/s, also with
equal probabilities. (Thus, the channel quality of
user 2 is better on average.) Assume that chan-
nels for both users are independent, and there is
unlimited amount of data to transmit to each
user. Then, a “naive” round-robin allocation of
time slots to the users will result in users served
at the average rates

R1 = 0.5 x (0.5 x 76.8 + 0.5 x 153.6)
= 57.6 kb/s

and

R2 = 0.5 x (0.5 x 153.6 + 0.5 x 307.2) 
= 115.2 kb/s,

respectively.
Consider another scheduling scheme where

a user with a “relatively better” (in a current
time slot) service rate (153.6 kb/s for user 1 and
307.2 kb/s for user 2) is scheduled. In case of a
“tie” (i.e., if channels are relatively better or
relatively worse for both users), the user to
serve is chosen randomly with equal probabili-
ties 0.5 . A straightforward calculation shows
that with this scheduling, the average rates are
R1 = 67.2 and R2 = 134.4 kb/s, which is 16 per-
cent higher for each user than with the round-
robin discipline. This is an example of
proportionally fair scheduling, proposed and
analyzed for HDR in [3]; its goal is to maximize
long-term throughputs of the users relative to
their average channel conditions.

The simple example above shows that, as
expected, algorithms which do take current
channel conditions into account (e.g., propor-
tionally fair) have clear advantages over stan-
dard algorithms (like round-robin or first come
first serve) which do not.

The proportionally fair algorithm described
above is a viable option for scheduling best
effort data traffic: it utilizes asynchronous chan-
nel variation to improve the overall system
throughput, while giving each user a “fair
share” of the throughput. However, this algo-
rithm is less efficient for real-time users. For
instance, suppose the two users in the simple
system described above are real-time users,
running an application (e.g., streaming audio)
that requires a minimum throughput of, say, 85
kb/s. Is it possible to support this rate for both
users? Suppose in addition it is required that
packet delays for both users be kept under a
certain threshold with high probability. How
can this be achieved? In this article we discuss
simple scheduling strategies that can be used to
achieve such goals, that is, support (different
forms of) QoS for multiple users sharing a
wireless channel.

The rest of the article is organized as follows.
In the next section we discuss two notions of
QoS that are relevant to real-time data traffic:
providing packet delay and minimum throughput
guarantees. Then we define the notion of a
throughput-optimal scheduling algorithm and
introduce one such algorithm, Modified Largest
Weighted Delay First (M-LWDF). Then we
show how throughput-optimal scheduling, in
particular M-LWDF, can be used to provide dif-
ferent forms of QoS. Finally, we discuss some of
the implementation issues.

DIFFERENT NOTIONS OF
QUALITY OF SERVICE

The QoS of a data user can be defined in differ-
ent ways. If the data user is a real-time user (e.g.,
it receives live audio or video streams), delays of
most of the data packets need to be kept below
a certain threshold. More formally, the QoS
requirement of user i is

Pr {Wi > Ti} £ di, (1)

where Wi is a packet delay for this user, and
parameters Ti and di are the delay threshold and
the maximum probability of exceeding it, respec-
tively.

A different notion of QoS is a requirement
that the average throughput Ri provided to user i
be not less than some predefined value ri:

Ri ≥ ri. (2)

We will show how QoS in either form (1) or
(2) can be achieved with the use of throughput
optimal scheduling schemes, in particular the M-
LWDF scheme, which we describe in the next
section.

THROUGHPUT OPTIMAL SCHEDULING:
THE M-LWDF SCHEME

Suppose we have N users in a system, and sup-
pose each user (queue) receives a stream of
data (i.e., there is no feedback to control input
rate). If we want QoS requirement (1) to hold

■ Figure 1. The downlink of an HDR cell with two
data users.
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■ Figure 2. Channel capacities change asynchronously in time.
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for all users, obviously the scheduling algorithm
must be able to keep all queues (of data intend-
ed for different users) stable, that is, be able to
handle all the offered traffic without queues
“blowing up.”

We will call a scheduling algorithm through-
put optimal if it is able to keep all queues stable
if this is at all feasible to do with any algorithm.

Consider the following simple “online”
scheduling algorithm.

Modified Largest Weighted Delay First (M-
LWDF) — In each time slot t, serve the queue j
for which

gjWj(t)rj(t)

is maximal, where Wj(t) is the head-of-the-line
packet delay for queue j, rj(t) is the channel
capacity with respect to flow j, and gj are arbi-
trary positive constants. 

It has been proved analytically in [4] that
The M-LWDF scheduling algorithm is
throughput optimal.
Moreover, the M-LWDF scheduling rule

remains throughput optimal if for all or some
users, the delay Wj(t) is replaced by the queue
length (amount of data) Qj(t) (Fig. 3).

The key feature of this algorithm is that a
scheduling decision depends on both current
channel conditions and the states of the
queues. The M-LWDF scheme is very easy to
implement. The scheduler only needs to time
stamp arriving data packets of all users, or
keep track of the current queue length. It is
somewhat surprising that an algorithm this
simple can be throughput optimal: it is able to
handle all the offered traffic, unless it is not
feasible at all. In addition, a choice of parame-
ters gi allows one to control packet delay distri-
butions for different users.  Increasing the
parameter g i for user i, while keeping g js of
other users unchanged, reduces packet delays

for this flow at the expense of a delay increase
for other flows. Therefore, the delay distribu-
tions can be shaped [4]; we discuss this further
in the next section.

QOS SCHEDULING

CONTROLLING FLOW DELAYS
The fact that the M-LWDF can handle all data
flows (if feasible) does not guarantee that the
QoS requirement of form (1) will also be satis-
fied for all users. This problem is addressed by
setting “appropriate” values of the parameters
gi. The simulations reported in [4] show that
M-LWDF scheduling, with gi = ai /

—ri , ai = –(log
d i)/Ti, and –—ri being the average channel rate
with respect to user i, performs very well. The
rationale behind this parameter setting is as
follows.

Parameter ai embodies the QoS requirement,
and provides QoS differentiation between the
flows. For example, if users 1 and 2 have the
same desired delay thresholds T1 = T2, but the
desired maximum violation probability di is four
times less for user 2 than for user 1, then a2 =
2a1, and therefore user 2 is treated with some
priority over user 1. (The basic reason for this
setting of the parameter ai is justified by the the-
oretical results of [5]). By its definition, the M-
LWDF rule (with the above parameter setting)
chooses for service a user with the maximal
product aiWi (ri(t)/ –—ri). Thus, the greater the user
i current packet delay, channel quality relative to
its average level, and the higher the QoS require-
ment, the greater the chance of this user being
scheduled. As a result, this rule approximately
“balances” different users’ probabilities of dead-
line violation relatively to their maximum allowed
values di. Therefore, the rule allows support of
all users with desired QoS of form (1), if this can
be done at all with any other rule. This means
that with M-LWDF scheduling, the maximal
possible number of users can be supported. We
refer the reader to [4] for details of simulation
experiments.

PROVIDING MINIMUM
THROUGHPUT GUARANTEES

The problem of providing certain minimum
throughput ri for each user (i.e., QoS in form
(2)) can also be solved by the M-LWDF schedul-
ing algorithm, if it is used in conjunction with a
token bucket control (Fig. 4). Indeed, suppose
that, associated with each queue i, there is a vir-
tual token bucket. Tokens in bucket i arrive at
the constant rate ri . In each time slot, the deci-
sion of which flow to serve is made according to
the M-LWDF rule, although with Wi(t) being
not the delay of actual head-of-the-line user i
packet, but the delay of a longest waiting token
in token bucket i. After the service of the (actu-
al) queue in the time slot is complete, the num-
ber of tokens in the corresponding bucket is
reduced by the actual amount of data served.
Note that since tokens arrive at a constant rate,
Wi(t) = [Number of tokens in the bucket i]/ri .
Thus, only the information on the number of
tokens in the bucket is required, which is just a
counter implemented in software.

■ Figure 3. A queuing model of a cell with two mobiles.
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If token queues are stable, the actual through-
put of each flow i is at least ri . Therefore, this
scheme guarantees the minimum throughput ri for
each user if this is feasible at all. (See [6] for
supporting simulation results.) For instance, in
the simple two-user system described in the
introduction, this “token-based” scheduling algo-
rithm will indeed be able to provide the 85 kb/s
throughput for both users, while it would not be
possible with any algorithm “ignoring” current
channel conditions.

Moreover, this scheme clearly provides flow
isolation: since scheduling is based on token
queues, a large burst of data for one of the
users will not effect the minimum throughput
provided to other users (see [6] for the simula-
tion results).

We also note that parameters gi allow us to
control the time scale on which throughput guar-
antees are provided. The greater the gi for flow i
(relative to gj for other flows), the “tighter” the
minimum rate assurance for flow i. This means
that the desired minimum rate is provided on a
finer time scale (i.e., as the average rate over
shorter time intervals).

PROVIDING DIFFERENT FORMS OF
QOS FOR DIFFERENT USERS

M-LWDF scheduling can still be used if among
the users sharing the wireless link there are
some which require QoS of form (1) and others
QoS of form (2). In this case, the delay Wi used
by the scheduling rule will be the actual head-of-
line packet delay for the former users and the
token delay for the latter ones.

SOME IMPLEMENTATION ISSUES

CONNECTION ADMISSION CONTROL
As described in previous sections,  the M-
LWDF scheduling guarantees a certain QoS if
it is feasible at all. To make sure that the fea-
sibility indeed holds, an efficient connection
admission control (CAC) is required. With the
M-LWDF rule, a natural measurement-based
CAC is possible. Roughly speaking, a new data
user arrival is blocked if the observed packet
delays of existing users are already close to
their deadlines. Another aspect of a CAC for
a wireless link is that no absolute QoS guaran-
tees are possible. Due to user mobility, a con-
figuration of users which is feasible at one
time may become infeasible at another. (In an
extreme case, a user may move into a location
with no radio coverage at all.) Therefore, just
as in a conventional voice cellular system, any
CAC must include a rule of downgrading QoS
of some users (including a complete suspen-
sion of service,  “dropping” a user),  i f  i t
becomes infeasible to provide the desired QoS
to all users.

CHANNEL INFORMATION INACCURACY
The channel rates ri(t) which are acceptable to
the users at time t can only be estimated based
on the (delayed in time) channel quality mea-
surements reported by the users to the sched-
uler. The channel estimates cannot be perfect.
This will lead to occasional loss of a data frame

transmitted in a time slot (if the channel quality
was overestimated) or underutilization of a time
slot (in case of underestimated channel quality).
This results in some degradation of the QoS
experienced by the users. The degree of degra-
dation will depend on the quality of the channel
estimation.

CONCLUSIONS
The main conclusion of this article is that it is
possible to support real-time data users over a
shared wireless link, as in CDMA/HDR. An effi-
cient throughput optimal scheduling algorithm,
utilizing asynchronous channel quality variations,
can be used to:
• Maximize the number of users that can be

supported with the desired QoS
• Provide QoS differentiation between differ-

ent users
• Provide minimum throughput guarantees

and flow isolation
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■ Figure 4. M-LWDF scheduling applied to token buckets.
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