Asynchronous Updates in Large Parallel Systems

Albert G. Greenberg
AT&T Research
albert@research.att.com

Abstract Lubachevsky [5] introduced a new paral-
lel simulation technique intended for systems with lim-
ited interactions between their many components or
sites. Each site has a local simulation time, and the
states of the sites are updated asynchronously. This
asynchronous updating appears to allow the simulation
to achieve a high degree of parallelism, with very low
overhead in processor synchronization. The key issue
for this asynchronous updating technique is: how fast
do the local times make progress in the large system
limit? We show that in a simple K-random interac-
tion model the local times progress at a rate 1/(K +1).
More importantly, we find that the asymptotic distri-
bution of local times is described by a traveling wave
solution with exponentially decaying tails. In terms of
the parallel simulation, though the interactions are lo-
cal, a very high degree of global synchronization results,
and this synchronization is succinctly described by the
traveling wave solution. Moreover, we report on exper-
iments that suggest that the traveling wave solution is
universal; i.e., it holds in realistic scenarios (out of reach
of our analysis) where interactions among sites are not
random.

1 Introduction

Simulation is the most widely used and reliable tool for
understanding the behavior of systems with many in-
teracting components. Even if the interactions between
the components are fairly simple and local in nature,
and the states of the components are piecewise constant
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(as opposed to varying continuously), the dynamics of
such systems are often beyond the reach of our cur-
rent analytical techniques. Examples of such systems
include large computer networks and certain models of
interacting particles. In [5], Lubachevsky introduced
an asynchronous updating technique for simulating such
systems on large parallel machines.

A simplified version of the simulation technique can
be described as follows. Consider a system with IV com-
ponents, or sites. Each site has its own local simulation
time, which describes the simulation time up to which
the current state of the site is valid. These local times
are a function of the real time ¢, and we denote the local
time of site ¢ at real time t by z;(¢). The state of each
site is governed by a transition rule. The exact nature
of the transition rule does not concern us here, but the
nature of the dependencies introduced by these transi-
tion rules is of crucial importance. We can denote by
D;(t) the set of sites whose states are relevant to the
updating of site ¢ at real time ¢.

The simulation method associates each site with a
processor. The processor attempts to update the state
of the site at random times, modeled here as a Poisson
process. The rate of attempted updates per unit time
is u, which in this paper we set to be one. If an update
attempt fails, then the site waits for the next randomly
arriving update attempt. Site ¢ can be updated at time
t if and only if z;(t) < z;(t) for all j € D,(t). See
Figure 1. The systems to which this method is applied
are such that the state of each site, once updated, is
guaranteed to remain unchanged for a period of time
that can be computed at the time of updating. In ap-
plications, this period arises from the detailed model of
the lags being simulated; examples include Ising mod-
els [5], Markovian networks of queues [8], and dynamic
channel assignment schemes in wireless cellular systems
[3]. After updating site 3, the local time z;(t) can be in-
cremented by the length of this static period, since the
current site state will be valid at least until then. The
length of the static period is a property of the system
being simulated. We will assume that this period is an
12d random variable governed by the probability den-
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Figure 1: Example: Suppose that at time ¢, an update
attempt at site 4 is dependent on sites D;(t) = {i— 1,7+
1}. Site 4 can update if its local time ties or lags the
local times of sites D;(t), as depicted on the left hand
side. Otherwise, as depicted on the right hand side, site
1 cannot update.

sity r(z), where we assume, without loss of generality,
that the mean of this distribution is one: [*° zr(z)dz.

Define R(z) = fzoo r(u)du. Although our results are ap-
plicable to a wider class of distributions, we will focus
our attention on the case where r(z) = e™%.

The key question about this simulation approach is,
in the limit N — o0, do the local times z;(t) make suffi-
cient progress. More specifically, this can be reduced to
two separate questions. First, in the large system limit,
do the local times progress at a nonzero speed so that
im0 ?Atﬂ > 0 holds for all 7 Second, if a nonzero av-
erage speed is achieved, is the asymptotic distribution
of local times reasonably tight? A tight distribution
means that the system as a whole has made simulation
progress. It is not hard to imagine the formation of long
chains of dependencies, resulting in very few of the sites
succeeding in update attempts, and in an asymptotic
rate of progress that tends to 0 as IV increases.

Sites in computer networks and in interacting par-
ticle systems often have local interactions, in the sense
that a bounded subset of the sites is involved in each
update. Our main result, presented in Section 2 but
proven in Section 4, is that when each site interacts with
K randomly chosen neighbors, the local times progress
at a speed of ?fﬁ for any r(z). More importantly,
the distribution of local times converges to a traveling
wave solution with exponentially decaying tails. In Sec-
tion 3, we present results drawn from extensive experi-
ments treating more realistic interaction patterns, such
as those arising in regular lattices. These experiments
show that O(1/K) growth in local times and traveling
wave solutions are universal. In every case we consider
that has bounded dependency sets D;(¢), all initial con-
ditions with a bounded distribution of initial times ap-
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pear to converge to a traveling wave solution. In each
case the trailing edge of this asymptotic traveling wave
is exponentially tight, while the leading edge depends
on the form of r(z). We feel these results reveal the
key structure of the asynchronous updating simulation
technique, and demonstrates its scalability to large sys-
tems.

As this technique requires no rollbacks to correct
temporary inconsistencies that arise during execution,
it is known as a conservative technique. Work on the ef-
ficiency of conservative techniques relevant to our model
includes [2] and [6]. A great deal of work has also been
done on the efficiency of rollback techniques, such as
Time Warp [4]. A recent survey of the state of the art
in parallel and distributed simulation can be found in

[7]-

2 K-Random Interaction Model

The K-random interaction model chooses, for each up-
date attempt, K sites at random to comprise the set
D;(t). This set is rechosen for each update attempt,
even if a previous update attempt has failed. We find
it convenient, as a matter of convention, to assume that
there is an additional ordering relationship that applies
between two sites with identical local times, so that only
one site prevents the other from updating. That is, if at
any given time site ¢ prevents site j from updating, then
site j does not prevent site ¢ from updating. However,
the additional notation needed to describe this addi-
tional ordering relation is cumbersome, and is largely
irrelevant to our treatment here, so we omit it. This
additional ordering is superfluous when all sites have
distinct local times. When the initial condition has the
no-equal-local-times property, then with probability 1
this no-equal-local-times property continues to hold for
all ¢.

Considering the limiting case of an infinite number
of sites, we can define a function f(z,t) to be the pro-
portion of sites with local time less than or equal to z
at time ¢. This function f(-,t) completely describes the
state of the system at any time .

Remark The formal limit transition to the case of
an infinite number of sites is done in [1]. Namely, it
is proven that a sequence of processes with increasing
number of sites converges to a deterministic process de-
scribed by equation (1) we introduce below.

The first question is: what is the average rate of
progress of the simulation? That is, how fast does the
average local time increase with real time. Recall that



the average step size — the average increase in local times
for a successful update — has been set to unity. The
probability p;(t) that a given site ¢ with local time z; will
be able to successfully update at time ¢ (if an attempt to
update is made) is given by (1 — f(z:(t),))¥. Let p(t)
be the average over all sites of the p;(t). This quantity
is then given by:

1

1

— K —_
o) = [ (- f )< o) = 7

The average rate of progress, for any distribution
F(:,t) and any function r(z) with unit mean, is exactly
-,314—5. One can motivate this result by considering a
model where the sites are grouped into cliques of K +1
members and each site depends only on the other K
sites in the clique. This is equivalent to an ensemble of
fully interacting systems, each with K + 1 sites. The
average rate of progress in such systems is exactly 'Rlﬁ

However, as we observed before, knowing the aver-
age rate of progress is not sufficient to conclude that
this simulation technique is viable. At the end of the
simulation we want to have essentially all sites to have
made the same linear rate of progress. To ensure this,
we must ask the second question: is the distribution
of local times should be relatively tight? We therefore
need to study the evolution of the distribution f(z,t)
in more detail. If we assume f(-,t) is differentiable
(a condition we relax in Section 4) we can write the
following evolution equation (with the notation that

f'(u,2) = g (u,1)):

T
L= a= ) rewire-wi 0
—00

One can look for traveling wave solutions of this
equation: f(z,t) = ¢(x — vt) for some wave velocity
v. Clearly, from the result about the average rate of
progress, we must have v = RI?LT For the case r(z) =
e %, a family of traveling wave solutions is given by
dalz) = 1 - (1 + eK("“”)):K_l. These solutions have
exponentially decreasing densities for large positive and
negative divergences from the mean local time. If the
system tends towards this solution then we are assured
that the distribution of local times is sufficiently tight.
The bulk of this paper is devoted to proving that a
wide class of initial conditions all converge to the same
traveling wave solution.

Because of its length, we delay the proof until Sec-
tion 4. We first discuss the behavior of this scheme in
more realistic scenarios.
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Figure 2: Rapid convergence to the traveling wave so-
lution (K = 2). f'(z,t) = —g—ﬁ(z, t) is plotted along the
vertical axis and z on the horizontal axis.

3 Experimental Results

In this Section, we begin with experimental results on
the convergence of system to the traveling wave solution,
and then explore more realistic models outside the reach
of our analysis where the update dependencies adhere to
a regular graph structure. The experiments show that
the qualitative properties revealed by the analysis of the
K-random model are universal.

Figure 2 illustrates the rapid convergence of the sys-
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Figure 3: On the left hand side is a plot of the traveling
wave ¢'(x). On the right hand side is a snapshot of
the local time density f'(z,t) taken from a 10,000 site
Monte Carlo simulation. K = 2.

tem f'(z,t) to the traveling wave solution ¢'(z —t/(K +
1)). At time ¢t = O (upper left plot), we assume the local
time density f'(z,0) is bimodal in [0,2]. However, by
time ¢ = 4, the density has already become unimodal,
with a steep trailing edge and a leading edge that is
beginning to look exponential. This trend continues so
that we reach at time t = 12 a density f'(z,12) that is
indistinguishable from the traveling wave solution.

Figure 3 compares the traveling wave solution to
the empirical density of local times drawn from a Monte
Carlo simulation of the 10,000 site K-random neighbor
model, after 1 million update attempts. The correspon-
dence, illustrating the convergence of the finite model,
to the infinite one described by (1) is apparent.

Figure 4 compares empirical densities of local times
for the 10,000 site K-random model, with the static
period either exponentially distributed (r{z) = e™%, left
plot) or uniformly distributed on [0,2] (r(z) = 1/2 for
z € [0,2], right plot). In both cases, we obtain traveling
waves moving at the same rate. The Figure illustrates
the rule that the more concentrated the distribution of
the static period the sharper the wave obtained.

Last, we consider models where an event update at-
tempts adhere to a graph structure. That is, the set
of sites D;(t) relevant to an update attempt at site
1 are simply the neighbors of site 7 in a fixed graph.
Figure 5 depicts results for three graphs, all having
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Figure 4: Local times taken from snapshots of the local
time density f'(z,t) taken from 10, 000 site Monte Carlo
simulations, with K = 2. The data on the left hand side
is for 7(z) = exzp(—=z); the data on the right hand side
is for r(z) = 1/2 for z € [0, 2).

about 10, 000 sites: a toroidally connected 2 dimensional
mesh; a toroidally connected 3 dimensional mesh; and
a butterfly graph, chosen for its logarithmic diameter,
but fixed degree (number of neighbors of a given site)
K = 4. The Figure illustrates that the empirical den-
sities strongly resemble the traveling wave solutions for
K-random models with K chosen as the degree of the
graph. To first order the key determinant of behavior
is the graph degree; in particular, the butterfly and the
2d mesh behave similarly. This is supported by the es-
timates of local time growth rates reported in Table 1.
This is good news because the complete graph on IV
sites admits no parallelism (the local time growth rate
is 1/N), and the butterfly is typical of graphs that ap-
proach the connectivity of the complete graph as quickly
as possible subject to having fixed degree.

Our data suggest that the qualitative properties of
the K-random model are universal:

e The rate of growth of local time for a regular graph
models of degree K is O(1/K).

o For large systems the densities of local times con-
verge to a traveling wave solution.
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Table 1: Estimated local time growth rates.
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Figure 5: Impact of graph structure.
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4 Convergence to the Traveling
Wave Solution

We now return to the assertion made in Section 2 that
essentially all initial conditions converge to a traveling
wave solution. We first introduce some notation and
then state this assertion more precisely, before present-
ing the proof.

4.1 Notation

For a probability distribution described by f(z,t), we
define m(f(,t}) to be the mean value of the distribution

at time ¢:
(o0}

m(f(0) = [ adf(a,

—00

Similarly, define the inverse function

F~Hy,t) = inf{z|f (z,t) > y}
for0<y<1.

We denote the L, norm of a function g by [lg]|:

lgll = lgllz, = /R l9(@)]dz

We will use the following notation to identify the posi-
tive and negative components of a function:

g+ = ma‘x(g’ 0)7 g = —min(g,O) .

We will also use a step function 6(*)(z) given by:

0, z<a
9(“)(33) B 1 >
, T>a

Also, we set v = g1, 9(y) = (1 — 9)¥.

4.2 Statement of Results

As we described in Section 1, the function f(z,t) de-
scribes the fraction of sites that have local times less
than z at real time ¢. The dynamics of the simulation
process is described by the following equation:

210 _ et @)

where:

Flz,t)
h(z,t) = — /0 dy ()R ~ F @ 1) (3)



Note that solutions to (1) are also solutions to this
equation; the above formulation has the advantage that
we need not assume differentiability of the distribution
f(-,t). We will find it convenient to rewrite (3) as:

f(z.t) fa,t)
- /0 dy q(y) + /0 dy q(y)

/f‘l(y,t)

1 1
- / dy q(y)6l ™ @D (g) 4 / dy q(y)
0 0

*© -1
/ dz r(2)0Y " W+2) ()

0

h(z,t)

(€ — f7H(y,1))dE (4)

(5)

We restrict ourselves to the set of acceptable initial
conditions f(z,0) , which have the following properties:
(a) f(z,0) is nondecreasing right continuous;
(b) f(—O0,0) = 0’ f(O0,0) = 1;
(c) f(x,0) has “integrable tails”:

0 o
/ f(z,0)dz < o0, / (1 - f(z,0))dz <
oo o

(d) f(z,0) has zero mean:

Theorem 1 If there exists a traveling wave solution

f(z,t) = d(z — vt)

of equation (2) obeying initial conditions (a) - (d), then
it is unique, the function ¢(x) is continuous, and any
other solution f(z,t) of equation (2) satisfying (a) - (d)
converges to that traveling wave solution ast — oo, both
pointwise

f(z+vt,t) = fz+ot,t) =d(z), VzeR (6)
and in the sense of Ly-distance
If(z+vt,t) — d(z)|| =0 (M

Remarks:

1) As we mentioned in Section 2, for the case r(z) =
e~ %, the traveling wave solution obeying (a) - (d) does
exist and is given by ¢(z — vt) with ¢(z) =1 - (1 +
eK(@=2))F and a chosen so that m(¢) = 0.
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2) Any traveling wave solution f(z,t) = ¢(z — vt)
defines a family of traveling wave solutions

f(a)(a:,t) = f(z ~ a,t) = ¢(z — a — vt)

3) Since functions f(z + vt,t) and ¢(z) are nonde-
creasing, and ¢(z) is continuous, the point-wise conver-
gence (6) actually follows from the Li-norm convergence

(7).

We present the proof of this result in several phases.
We first present an informal overview of the approach,
followed by some preliminary results, and then we
present the detailed proof.

4.3 Overview of Proof
4.3.1 Decreasing L, Distance

We will view a function f(z,t) as a function f(-,¢) of
time ¢ taking values in the set of nondecreasing right-
continuous functions of z. The basic idea of the proof
of Theorem 1 is to show that the L;-distance between
any two solutions fi(-,t) and fa(-,t) to equation (2},
I f1(:,t) = f2(-, £)]], can only decrease in time. More pre-
cisely, we will show, that the derivative

ZIAGH ~ LGOI <0

as long as fi > fo on a set of nonzero measure, and
f1 < f2 on a set of nonzero measure. To show that we
use the following argument. The function A(-,t) defined
in (4) is the derivative of f(-,t) in Ly-space. (We will
prove this later — equation (2) does not immediately
imply this.) Formula (4) can be rewritten as follows:

hz) = /01 dy q(y) /0 T s ()60 ) z) 1 O+ o)

Consider any two solutions fi(-,t) and f2(-,t) to equa-
tion {2). We can write

d
SAGH = £26,0) =0

where
_ [ ~ D (g
(2) /0 dy o) /0 a2 r(z)- s (z)
s = [0 () 4 g(a2) ()] 4 [glaatA) () — glazt2) ()] |
a = fly), i=12.
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(We will also denote, s{¥*) = [—hle1) 4 hla2)], (%) =
[a(a1+2) — ple2+2)]) As we see, the derivative s of the
difference f, — f, is a weighted sum of “primitive deriva-
tives” s(¥%) defined for all y € (0,1) and z € (0,00).
The form of function s(¥%) is illustrated in Figure 1.

For the case where
d
FRGH = B,0) = o)

let us denote

d
F} o= G = faC )T
d
Fro= SU(AGD = fol 1)
S = e - Ak
Let us find the expression for Ff, .. For example,

consider the case a1 = f{'(y) < az = f;'(y), illus-

trated in Figure 1. We see, that
F‘:(-y’z) = —'(ag - al) S 0

Indeed, by definition a; = f; 1(y), so function fi—fais

positive everywhere in the segment [a;, as], and sl(y’z) =
—1in that segment.
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We also see that
Fl(®,2) = (a2 — a1) — u(y, 2)

where u(y, 2) is the length of the interval within [a; +
z,az + 2] where f; — f, is negative. Therefore,
F+

+ —_
F(y,z) - sf"”)

8

+ F:(_y,z) = —u(y’ Z)

It is verified similarly that e = —u(y, 2).

Considering the three different cases, a; < as, a; =
az, and a; > ag, we get the following result:

+ —
F, (v,2) —

8

Fs-(‘y,z) = _u(y7 Z)

where nonnegative function u(y, z) is defined as follows.
Denote ¢; min(ay,az), ¢z = max(a;,az). (Recall,
that a; = f7'(y)). If a1 = as, then u(y,z) = 0. If
ai ;é as, then

u(y, z) = {Measure of the set of those points in the
segment [c; + z,¢2 + 2] in which f; — f,
has the sign opposite to the sign of f; — f,
in the segment [c;, c]}.

Since the derivative s is a weighted sum of primi-
tive derivatives s(*:%), it is natural to expect that the
derivative

d + =+
U = )Tl = F
should be equal to the integral

- /o1 dy ¢(y) /0°° dz r(z) - u(y,2) <0

We will show (Theorem 2), that actually the following
result holds:

1 e
G-t < = [ava) [ e
<0 (®
d o d _
FIR=2M = St -7 ©

Then, obviously,
d d d -
&”fl - fall E”(fl ~f2)+||+az||(f1 - f2)7|

1

-2 /0 dy g(y)

<

/oo dz r(2)u(y,z) <0.
0

Therefore, || fi — f2), the L;-distance between two solu-
tions, has a strictly negative derivative as long as both



sets (of argument xz) where f; — fo is strictly positive
and strictly negative have nonzero measures.

This, in turn, implies that if two solutions fi(-,t)
and f2(,t) have equal “mean value”

m(f1(,)) = m(fa(, 1)

then || f; — fo|| has a strictly negative derivative as long
as they do not coincide.

4.3.2 Convergence to a traveling wave

In the rest of the proof of Theorem 1 we consider the
L,-distance between an arbitrary solution f(-,¢) with
mean value

m(f(-, 1)) = vt

and the traveling wave solution f(z,t) = ¢(z — vt) hav-
ing equal mean value

m(f(-1)) = vt

In other words, we assume f(-,t) = fi(z,t) and f(-,t) =
f2(-,t) and use the properties (8) and (9) of ||f1 — fol.
We consider the “time shifted” version of f(z,t):

f(z,t) = f(z +vt,t)

This is the function f(-,¢) continually shifted to the left
with speed v to keep its mean value constant:

m(f(z +vt,t)) =0, Vt
A similar shift applied to the traveling wave f(z,t)
makes the traveling wave time invariant

flz +vt,1) = ¢(z)
Thus, the problem is to prove that

o~

f('7 t) - ¢($)
We prove the following sequence of statements.

o~

(i} The family of functions f(-,t), t > 0, viewed as
probability distribution functions on the real axis,
is relatively compact.

o~

This is true, because otherwise || f(,t) — #(-)|| can
be arbitrarily large, which is impossible.

This, in turn, implies, that the family of functions

o~

{f(-,t),t > 0} has limiting functions as t — oo.
Then we consider an arbitrary limiting function
F(). Tt suffices to prove that f(-) = ¢(-). First,
we show (Lemma 8), that
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(ii) Any limiting function f(-) must have a form
¢ (z) = ¢(z — a), i.e., a shifted version of ¢(-).
This is true, because otherwise we could find a
“shifted version” ¢(® such that the difference f(-)—
#(®)(.) is positive and negative on sets of nonzero

measure. But, the function f(-,t) gets infinitely

close to f(-) infinitely often. This would mean, that
the derivative

~

d

ZHFC 1) — @Y.

SIFH-6@ 0 <n<o
is separated from zero by a negative constant 7
on a set of time instants ¢ having infinite mea-
sure. This is impossible, because it would imply
17(,1) = 6@l = —o0.
The last observation is (Lemma 9):

(iii) Any limiting function f(-) is exactly equal to ¢(z).

This is proved by a contradiction. If, for example,
F() = ¢ () for some a < 0, then

lim [|(F(-,t) ~ ¢(-)*]l > |al

t—o0

and therefore

—~

Jm [[(f(2) = ()71 2 |a]
Moreover, it is easy to see that
Jim [(FC, 1) = ()71 2 lal

for arbitrarily large ¢ > 0. But this is impossible,

because we can always make ||(f(,0) - N
arbitrarily small by choosing a sufficiently large ¢ >
0.

4.4 Preliminary Results

4.4.1 Properties of Solutions to (2)

Lemma 1 (o) Foranyz andt >0, h(z,t) <0 . Ifin
addition f(z,t) > 0, then h(z,t) <0 .

(b) |h(z,1)] < &1

(¢) For any fizred =, f(z,t) is absolutely continuous on
t.

(d) If f(z1,t0) < f(z2,t0), 21 < 22, to 2> O, then
f(z1,8) < f(z2,1) for allt > to.

(e) If £(z,0) > 0, then f(z,t) >0,V t > 0.



(f) If f(21,0) = f(22,0) > 0, 71 < 73, then h(z1,0) <
h(Z'Q,O) .

(g) For any t > 0, the function f(z,t) is strictly
increasing in the interval z. < z < 00, where
z, = —oo if f(z,0) >0, Vz, and

z. = sup{z | f(z,0) = 0}
otherwise.

(h) For any t > 0, the inverse function f~'(y,t), y €
(0,1), is continuous and nondecreasing.

(i) For any fized z, the function f(z,t) — f(z—,t) is
strictly decreasing in t unless f(z,t) = f(z—,t).
Therefore the set of points x where f(z,t) is not
continuous remains unchanged in time.

Notice, that (j) immediately implies the continuity
of the function ¢(z) defining a traveling wave solution

o(z — vt).

Proof. Throughout the proof we use the following rep-
resentation of the derivative h(z) in (4):

hz) = —h(z) + hp(z)

where

f(=)
hi(z) = /0 dy q(y)

f(z) z
he(z) = /0 dy q(y) / (€ - F\w))de

r
=)

Obviously, both h;(z) and h,(z) are non-decreasing on
z, and hy{z) > h.(z).

(a) As mentioned above, hy(z) > h.(z). If f(z) > 0,
then hy(z) > h,(z).

(b) |h(z)| < hu(e) < J5 alw)dy = gl
(c¢) Follows from (b).
(d) Denote: Af = f(z2) — f(z1). Then

S(Af) = hzz) - hia)

= —(h(z2) — li(z1)) + (hr(22) = hr(z1))
2 ~(h(z2) — h(z1))

f(w2) Af
=~/ q(y)dyz~/ a(v) dy
fz1) [V}

We see that
(AN 2 -af +o(a)
which implies that Af cannot attain 0 in finite time.
(e) Follows from (d).
(f) In this case hy(z1) = hi(z2) and hr(z1) < hr(z2).
(g) Follows from (d), (e), and (f).
(h

(§) It is verified directly, that if f(z—,t) < f(z,t),
then limeyo h(z — €,t) < h(z,t). This implies the state-
ment (j).

)
) Follows from (g).

Lemma 2 For anyt > 0, ||h(-,t)|| =v. For anyt >0

and T >0,
flz,t+ 7)< f(z,t), Vz
and
|If('vt+7)_f('7t)|l =/_ [f(:L‘,t)—f(:L',t—{-T)]d.’E =uT

Proof. Directly from the expression (4) we get:

—lIhC, )l = /_°° h(z, t)dz

/0 1 dy q(y)

./Ooo dz r(2){f () = (f(y) +2)}

1 oo
= —/ dy q(y)/ dz r{z)z = —v
0 0
Using Lemma 1(c) we can write

/oo[f(x,t) - f(z,t+7))dz

N = - /_: dz /tH_T d¢ h(z,§)
= —/ttwdf‘[_:h(:c,g) dz = vt
Lemma 3

f(,t+ At) = f(-,t) = h(-,t)At + o(At) (10)

where the left and right sides of (10) are understood as
L, -valued functions of At .
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Proof. According to Lemma 1(a) and Lemma 2, for
any t, h(-,t) is non-positive function of z having norm
v. Again, according to Lemma 1a) and Lemma 2, the
same properties has the function

]':'lAt(',t) = [f('st+ At) - f(a

for any At.
everywhere:

t))/ At

By definition of h we have convergence

/llltrfohAt(x’t) = h(fl?,t), vz

This convergence everywhere along with the above prop-

erties of h and hay easily imply the convergence hat —
hin Ll

4.4.2 Additional Preliminary Results

Consider two functions

g={g(z), x€ R} € L1 and s={s(z), z€ R} €L,

Denote:
dsllg™ll _ o Mg +sAt+ o(At) || — g™l (11)
Tdt Auo At
and, similarly,
dlloll _ Mot st +old0) i~ gl
Tdt At.LO At

The following Lemma 4 shows that the derivatives in
{11) and (12) are well defined and gives an explicit ex-
pression for them.

Lemma 4 Let g,s € Ly. Then

ds llg | /d“ WI{s >0} - I{g > 0}

+I{s < 0}I{g > 0}]
and, respectively,

dsllg” |
dt

- / de s(z)[I{s < 0}I{g < 0}
R
+I{s > 0}I{g < 0}]

Proof. First, we notice that for any two functions
g,u € Lla

(g +u)*ll = llg* Il < lull
Thus,

(g + sAt+ o(At)) 7| = ||(g + sAt)* || + o(At)
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and therefore

(g + sAt + o(A)* | - lig*|l
At

(g + sAt)*| - llg™|
At

5 [la+ 5807~ g% do

Denote: Agat = (g+sAt)T —g*. Then, breaking down
the real axis into non-intersecting subsets according to
the sign of g(x) and s(z) we can easily verify the follow-
ing set of equalities:

AtiO

= lim
Atl0

lim —
Atlo A

/ Agadr =0, VAL
=0

/ Agardz = (/ s(z)dz)At, VAt
5$>0,920 §>0,9>0

/ Agardzr = o(At)
>0,9<0

/ gardz =0, VAt
$<0,9<0

/ Agagdr = (/ s(z)dz) At + o(At)
<0,g>0 >0,9>0

This completes the proof.

Lemma 5 Let g,s € Ly, and s, 4 s, n ~ 0o. Then

ds, llg* 1l dsllg™ ]l
dt dt
and, respectively,
ds. g1l _, dsllg™ll
dt dt

Proof. The direct limiting transition in the explicit
expressions for the derivatives given by Lemma 4 proves
this lemma.

Lemma 6 Let g,s1,5, € Ly, and

ds llgtll _ dellg|l
dt dt
doallg*ll _ dspllgll
dt dt
Then
d81+82”g+” — d81+-92”g~“
dt dt
and
d31+82”g+” d81 “g+“ dsz ”g+“
dt - dt dt



Proof. Easily proven using the explicit expressions of
Lemma 4.

We are now prepared to present the detailed proof.
This will be done in two steps. We first discuss the
decrease in L;-distance between two solutions, and then
establish the convergence to the traveling wave solution.

4.5 Decreasing L, Distance

Consider two solutions fi(z,t) and f2(z,t) to the equa-
tion (2). Corresponding derivative functions we will
denote hy(z,t) and ha(z,t). We are interested in the
asymptotics of f; and f» when ¢t = co. Therefore, with-
out loss of generality, we can assume that statements (g)
and (h) of Lemma 1 hold for all ¢ including ¢ = 0.

Denote

fl(xit) - f2(m7 t)
h](l‘,t) - hz(.’l),t)

1}

g9(z,1)
s(z,t) =

Let us fix t = 0. Denote

+(.
pr _ dela (Ol

- _ dU“g_("O)”
dt Fr=—0g—

7 dt

According to Lemmas 3 and 4,

g+ = Gllgt GOl dllg* (-, 0)l]
¢ dt dt

From the formula (4) we get

sta) = | "y a(0) / " dz ()59 (a)

where

s = [_g(f;‘(y))+9(f;‘(y))]

+ [g(f;‘(y>+z> - g(f;‘<y)+z)] ,
for0<y<1l,2z2>0.

Lemma 7 (a) F:(‘y,,) = -u(y,z) =

7 w)+z
[T HA© < 2@ O <5
fi(y)+z
£ (W) +2
e, IO > 50, 570> W)
(b) F:('y,z) = F;('y,z)
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Proof. Follows directly from the expression for the
derivative given in Lemma 4. o

Obviously, u(y,#) > 0 for any y and z. As we as-
sumed, statements (g) and (h) of Lemma 1 hold for all
¢t > 0 including ¢t = 0. Therefore, f*(y), i = 1,2, are
continuous nondecreasing functions. This and Lemma 7
imply that u(y, z) is a continuous function of (y, 2).

Theorem 2

A

1 oo
+ _
FF o< /Oq(y)dy /0 r(2)dz u(y, 2)
o

+
F s

Proof. For every n =1,2,3,..., let us define a func-
tion g, as follows. Denote,

' i=0,1,...,2"

i = n
i .
2 = '2—.,77 .7:0’1:2"-"22”—1
Zgazn = OO
swozi)  §f §>1
Oi; =
stviz) if =0

and, fori =0,1,...,2" -1, =0,1,...,22» -1,
Zi+1
q(y:) (Yi+1 — vi) / r(z)dz | .

2" -122" 1

Sn= ) Y 00

i=0 j=0

aij

Let

It is easy to verify, that

sn3s
Lemma 5 implies that
Ff - F} and F; - F; (13)
It follows from Lemma 6 and Lemma 7 that
F =F,

which means, particularly, that

Ff=F <0



From Lemma 6 we get
F <) R,
i,J

where all F(;‘:] are nonpositive. So,

o™ —12%2" 1
limsup Fit < limsup Z Z o F
n—o0 . !

= lim sup [— /01 q(y)dy /000 r(z)dz un(y,z)] (14)

where u,(y,2) =

{

Continuity of the function u(y, z) implies that

Wy, 25), i ¥i <Y<t 5 <2<z, 121

0, if yo<y<wun

un(ya Z) -+ u’(y7 Z)

for all 0 < y < 1 and 0 € 2z < . Therefore, applying
Fatou’s lemma to the right-hand side of (14) we get

1 o]
imewp P < - [ gty [ r()dz ur,) (19

Convergence (13) and inequality (15) prove the theorem.
O

4.6 Convergence to a Traveling Wave

Theorem 2 provides a key to the proof of our main re-
sult, Theorem 1. Indeed, it shows that as long as two
solutions to (2) with the same “mean value” m(f(-,t)),
do not coincide, the L;-distance between them is strictly
decreasing. This, by the way, implies the uniqueness of
the traveling wave solution (with fixed “mean value” at
time 0).

Let us apply Theorem 2 to the functions

fl(m7t) f(w7t)

and

f(z,t) = ¢(z — vt)

solutions to (2) with zero “mean

f2(z7t)

Both functions are
value” at time O:

(16)

Denote

o~

flz,t) = f(z + vt, 1)
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o~

Function f(z,t) is a solution f(z,t) being shifted to the
left with speed v to keep its mean value equal to 0.

We have to prove that for any z € R

~

f(z,t) — ¢(z),

t— o0

Observe that f(a:, t) is a family of nondecreasing func-
tions. We have

o~

1£Co8) — ()l < o0

due to the “integrable tails” condition and the fact

(Theorem 2) that ||f(-,t) — #(-)|| is & nonincreasing

function. This implies that if each function f(:z:,t) is
considered as a distribution function (in the probabilis-

~

tic sense), then the family f(-,t) is relatively compact.
This, in turn, implies that for any infinitely increasing
sequence of time instants

h <t < <y < et

there is a subsequence ¢,,, kK = 1,2, ..., such that

(@ tn,) > F(z)

where f(z) is a nondecreasing right continuous function,
f(—=00) =0, f(co =1, and the convergence takes place
in any point z where f(z) is continuous.

Lemma 8 Any limiting function f(z) is a shifted func-
tion ¢(x), i.e., there exist a constant a such that

F(z) = ¢ (z) = ¢(z — a) (17)

Proof. Suppose, (17) is not true. Then we can always
find a constant a such that f(z) — ¢(®)(z) is positive for
some z and negative for others. To be more definite,
suppose there exist 1 < zo such that

flz) > ¢(a)(171), flza) < ¢(a) (z2)

and f is continuous in points z; and z,. This means,
that there exist € > 0 and § > 0 such that the Lebesgue
measure of time instants such that

F@1,0) > ¢ (z1) + e (18)
and R
Flza = 8,t) < @ (2 ~9d) —€ (19)

is infinite. But it easily follows from Theorem 2 that if
at time ¢ both (18) and (19) are true, then the derivative
Ft is separated from 0 by a negative constant:

Ff<n<o



This would mean that

17C, ) = 6@ @) 4 —o0

which is, of course, impossible. O

Lemma 9 Any limiting function f(z) coincides with

#(z): f(z) = ¢(z) = ¢ (2) .

Proof. Suppose, it’s not true. Then there exists a
limiting function

f(z) = ¢ (z)

where, for example, a < 0. This easily implies, that

lim [[(f(-t) — ¢(z))*|| > lal

t—>00

Therefore,

lim [[(f(-1) = $(=))~ || > lal (20)

o~

because m(f(-,t)) = m(é(-)) = 0. From the fact that
f(z) is a limiting function and inequality (20), we see
that for any € > 0, there exists a sufficiently big ¢t > 0
such that

1 -~
/1 Flt) -6 @) dy > Jal >0 (1)

—€

This means that for any b > 0,

I1(FC,2) = 6@ )71 = lal (22)

But inequality (22) is impossible, because we always can
find a sufficiently big b > 0 such that

o~

I(F(-,0) = ¢ ()71 < lal
O

The statement (6) of Theorem 1 has been proven.
Suppose, (6) is true, but (7) is false. It may happen
only if statement (21) is true for some positive number
la|. But this is impossible as it is shown in the proof of
Lemma 9.

Theorem 1 has been proven.
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